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18.1 Motivation
People are known to ascribe human-like social properties to computer systems [Reeves and
Nass 1996b]. Users shout at the screen when they are frustrated with the software, while
science fiction authors keep envisioning emotional androids and sarcastic A.I. assistants.
Various start-up companies promise to bring artificial beings with endearing personalities into
our homes, such as EmoTech’s Olly1 whose adaptive personality was the most emphasized
feature in advertising the product.

Socially intelligent assistants, be they disembodied voices or physical robots moving
through the shared environment, are expected to become a common sight, especially in the
context of care [Janowski et al. 2018]. Equipping such agents with a compelling personality is
one important step towards establishing a relationship between human and machine [Breazeal
2004], fostering trust and encouraging long-term use after the novelty effect wears off.

Personality in this context means a person’s disposition to respond to certain events in a
particular manner [Argyle and Little 1972]. Examples from theater [Laurel 1997] or animated
films [op den Akker and Bruijnes 2012] have taught us that a character’s reactions to events
and how they line up with their goals are what ensures the engagement of human observers.
Laurel [1997] argues that giving an interface human-like dispositions helps humans to predict
its behavior. These dispositions, in turn, are expressed through and inferred from behavior
cues such as interruptions [Rogers and Jones 1975] and gaze behavior [Argyle and Cook
1976].

In order to be accepted, the agent’s personality must be tailored to its role as well as
the user’s preferences for the agent’s behavior [Laurel 1997]. Moreover, Aly and Tapus
[2016] point out that adapting a robot’s personality to the human’s profile makes interaction
more engaging. However, personality preferences are diverse. Demographic background may
influence whether a given phrasing is perceived as convincing or polite [Hammer et al. 2016],
while the user’s own personality traits may lead them to prefer similar traits in some cases
[Bernier and Scassellati 2010, Bickmore and Cassell 2005] and opposite traits in others.

1 https://www.indiegogo.com/projects/olly-the-first-home-robot-with-personality#/
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2 Chapter 18 Adaptive Artificial Personalities

Furthermore, there are also insights indicating that the task context plays a key role for
whether a similar or opposing personality is preferred [Joosse et al. 2013].

But since there is no one true approach for configuring personality just right, enabling a
computer system to dynamically adapt to its user is necessary for ensuring effective collabo-
ration between humans and machines. This is why this chapter will cover both configuration
before the interaction and adaptation at runtime.

In this chapter, we will consider both virtual agents and social robots. Research in these
two fields overlaps greatly, since the personality models and adaptation approaches we will
describe can be used for both graphics-based and physically embodied agents. In fact, there
are only two key points where the agent types differ. Unlike virtual characters, robots are
physically limited in their animation capabilities, for example because their motors can only
move at a certain speed or because some postures might make a bipedal robot fall over.
The other difference is the physical presence in a shared environment, which may impact
the perceived social presence of a robot. However, with recent developments in 3D displays,
virtual and augmented reality hardware, we expect this difference to become less pronounced
as virtual agents gain similar potential to inhabit the same world as their users.

The chapter is structured as follows. First, section 17.2 will introduce the most important
psychological concepts. We will outline commonly used models for personality and interper-
sonal stance as well as theories about interpersonal compatibility. Next, section 17.3 will de-
scribe approaches for implementing adaptive personalities. There, we will summarize ways to
express a particular personality through an agent’s behavior and look at different approaches
for adapting said personality to the user. After that, section 17.4 will look at common ap-
proaches for evaluating user-adaptive systems. Section 17.5 will then give an overview over
the historical development in the field of personality adaptation, and section 17.6 will look
into current challenges and related future directions. Finally, section 17.7 will summarize and
conclude the chapter.

18.2 Psychological Background
For enabling a computer to reason about the personality of the agent and/or the user, the
abstract concept needs to be quantified. Psychological literature provides several well-
established models for describing personality and the related interpersonal relationships in
dimensional terms. This section will present a selection of models that have been successfully
applied in human-computer interaction research.

Furthermore, there are several theories regarding the compatibility between and preference
for particular personality traits. They build on the aforementioned personality models and will
therefore be presented after them.
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18.2.1 Personality and Interpersonal Stance
The term Personality refers to an individual’s behavior patterns that can be observed in a wide
range of contexts, or their disposition to respond in a certain way when they find themselves
in a particular situation [Argyle and Little 1972]. It manifests in their behavior toward other
people, and as this section will explain, links exist between the models used to describe
personality and interpersonal stance.

18.2.1.1 Five Factor Model
One of the most widely-used frameworks for describing personality is the so-called Five
Factor Model, also known as the Big Five [McCrae and John 1992, Mehrabian 1996b].
According to this model, personality is defined by the following five dimensions:

• Openness: This factor encompasses curiosity, creativity, and intellectuality. Open-
minded people have a wide range of interests and think in unconventional ways, whereas
closed-minded people are generally conservative and unimaginative.

• Conscientiousness: This factor is concerned with disciplined and responsible qualities.
People who score high in Conscientiousness are generally dutiful and reliable, well-
organized, and thorough. They are efficient and productive rather than lazy and self-
indulgent.

• Extraversion: This factor is associated with outgoing and assertive behavior traits. Ex-
traverted people tend to be sociable, talkative, expressive, and active, whereas introverts
are more reserved and quiet.

• Agreeableness: This factor is related to getting along well with others. It encompasses
qualities such as being kind, compassionate, and forgiving, as well as generous and
trusting. In contrast, disagreeable persons tend to criticize others and be cold-hearted
or inconsiderate.

• Neuroticism: This factor is also known as Emotional Stability. It describes a person’s
tendency to experience negative affect such as distress and anxiety, act impulsively or
change moods quickly and frequently. Emotionally stable people, however, are calm and
relaxed.

18.2.1.2 PAD Temperament Model
An alternative approach to defining a person’s general behavior tendencies is Mehrabian’s
Pleasure-Arousal-Dominance Model, also called the PAD Temperament Model [Mehrabian
1996a]. As Mehrabian explained it, the ”temperament” of a person corresponds to their aver-
age emotional state across a representative sample of situations, in contrast to the temporary
emotional states that change frequently throughout the day. The PAD space is defined by three
dimensions that relate to the Big Five factors as follows [Mehrabian 1996b]:
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• Pleasure: This trait describes a person’s tendency to experience positive versus negative
emotions. It can be calculated as 0.21×Extraversion+ 0.59×Agreeableness− 0.19×
Neuroticism.

• Arousal: This trait describes a person’s responsiveness to stimuli and the time it takes
for them to calm down. According to Mehrabian, it equals 0.15×Openness+ 0.30×
Agreeableness+0.57×Neuroticism.

• Dominance: This trait describes how much a person feels in control of their life.
Its equals 0.25×Openness+0.17×Conscientiousness+0.60×Extraversion−0.32×
Agreeableness.

In computer science, PAD space is also used to model a character’s mood or short-term
emotions, since these concepts are closely coupled with personality [Gebhard 2007]. Any of
them can shape a character’s behavior at a given time, so having a common framework for
emotions and personality is important for generating consistent system reactions.

18.2.1.3 Interpersonal Circumplex
Attitudes towards other persons are commonly modeled with the Interpersonal Circumplex
[DeYoung et al. 2013, Horowitz et al. 2006, McCrae and Costa 1989]. It is defined by two
axes, Status and Affiliation.

• Status: This axis ranges from submissive to dominant and is usually displayed as the
vertical dimension. It is also known as Agency and describes a person’s tendency to act
according to their own will.

• Affiliation: This axis ranges from cold to warm and is placed horizontally. Also known
as Communion, it describes a person’s social closeness to other people.

These two dimensions have also been shown to be related to the personality traits Extraver-
sion and Agreeableness [DeYoung et al. 2013, McCrae and Costa 1989]. As explained in
section 17.2.1.1, high Extraversion implies sociability and therefore closeness to people, but
also assertive and therefore dominant behavior tendencies. In a similar manner, Agreeable-
ness represents social compliance which is a combination of warm-hearted and submissive
behavior. According to literature [DeYoung et al. 2013, McCrae and Costa 1989], these two
personality traits form an alternate pair of axes which is rotated about 30-45◦ relative to status
and Affiliation, as shown in figure 17.1.

18.2.1.4 Politeness Theory
Another important concept for interpersonal behavior is politeness. In their Politeness Theory,
Brown and Levinson [Brown and Levinson 1987] assume that every human has two basic
wants concerning their public identity, also called their face. Those wants, in turn, appear
related to the Interpersonal Circumplex [Oakman et al. 2003].
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Figure 18.1 The two pairs of dimensions which define the Interpersonal Circumplex. Left/solid: Status
and Affiliation. Right/dashed: Extraversion and Agreeableness.

• Negative Face Want: People desire to be autonomous in their actions. This resembles
the Status dimension of the Interpersonal Circumplex which represents a person’s ten-
dency to act autonomously.

• Positive Face Want: This concerns the desire to have other people’s approval and
know that they share one’s own goals. Like the Affiliation dimension, it implies group
membership and a social bond with others.

Different phrasings can be categorized according to the face threats they present or avoid.
Accordingly, those that minimize threats to the hearer’s positive face are said to use positive
politeness, and those that minimize negative face threats use negative politeness. For example,
Johnson et al. examined eight different phrasings in English and German, and found that the
categories listed in table 17.1 are interpreted as shown in figure 17.2 [Johnson et al. 2005].

phrasing example

direct command ”Drink some tea.”
indirect suggestion ”The system is asking you to drink some tea.”
request ”I would like you to drink some tea.”
system’s goal ”I would drink some tea.”
shared goal ”We should drink some tea.”
question ”How about drinking some tea?”
suggestion of user’s goal ”You would probably like to drink some tea.”
socratic hint ”Did you think about drinking some tea?”

Table 18.1 Categories of phrasings with different degrees of positive and negative politeness, based on
Johnson et al. [Johnson et al. 2005].
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Figure 18.2 The perceived positive and negative politeness of different phrasings, based on Johnson et al.
[Johnson et al. 2005].

18.2.2 Theories about Interpersonal Compatibility
There are two major theories concerning the compatibility of individuals based on their per-
sonality. While the similarity attraction theory suggests that people would be most compati-
ble with similar personalities (”birds of a feather flock together”), the complementarity theory
suggests that people are more compatible with dissimilar personalities (”opposites attract”).
Additionally, there are approaches to reconcile both ideas by considering the underlying goals
which shape either person’s behavior and appraisal of events.

18.2.2.1 Similarity Attraction Theory
Similarity attraction is most often researched with regard to attitudes, but comparable effects
have been found for personality traits as well [Montoya and Horton 2013].

Moon [Moon 2002] examined the effect of dominance on the persuasiveness of computer-
generated messages, depending on the dominance of the human interacting with it. Dominant
messages were phrased as assertions and direct commands while expressing a high confidence
(given in percent) in the computer’s claim. Submissive messages, in contrast, used questions
and suggestions in combination with low confidence levels. The results showed that dominant
users were more likely to change their ranking of different cars when the computer used a
dominant message style to contradict them. They also rated the information quality higher.
When asked to judge the computer’s level of expertise, all participants interacting with one
matching their own dominance rated the computer more favorably. A follow-up experiment
showed that participants rated music samples, cartoons, and health tips more favorably when
the computer’s presentation style matched their own dominance level. An earlier study by
Moon and Nass [1996], also using verbal cues and confidence levels to manipulate dominance,
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showed that people preferred computers whose dominance level became more like theirs over
time, rather than those staying the same or developing in the opposite direction.

Andrist et al. [2015] varied a robot’s gaze behavior to indicate either an introverted or
extraverted personality. They then had people collaborate with the robot on a puzzle task,
leaving the subjects to decide when they wanted to stop. Their results showed that people
without intrinsic motivation to solve the puzzle spent significantly more time collaborating
with a robot whose Extraversion level was similar to their own and chose to solve more puzzle
tasks together.

18.2.2.2 Complementarity Theory
Behaviors which are elicited by one reflecting a particular combination of status and affiliation
(see section 17.2.1.3) are called complementary [Estroff and Nowicki Jr. 1992, Markey et al.
2003].

Markey et al. [Markey et al. 2003] observed the behavior during three types of interaction
(encounter, collaborative, and competitive) between unacquainted dyads. They confirmed that
the model that best explained their observations was the one where behaviors elicited reactions
that were similar in affiliation but opposite in status.

Estroff and Nowicki Jr. examined whether complementary pairs of people were more ef-
fective in performing puzzle or word finding tasks than anti-complementary pairs [Estroff
and Nowicki Jr. 1992]. They used the definition that complementary people would be sim-
ilar with regards to the affiliation dimension but opposite with regards to status. For anti-
complementary pairs, the dimensions were switched. Their study results showed that comple-
mentary dyads completed a significantly greater part of the puzzle. For the word finding task,
the tendency was the same but not significant.

Similar patterns could be confirmed for the Big Five personality trait of Extraversion. As
section 17.2.1.3 explained, high Extraversion is closely related to high dominance. Liew and
Tan [2016] found that learners reported more positive emotions and learning motivation when
interacting with a virtual tutor whose Extraversion was the opposite of their own. Extraverted
learners also found the introverted agent more likeable and trustworthy.

18.2.2.3 Interpersonal Goals
Since neither similarity attraction nor complementarity are universally applicable, other re-
searchers have focused on the underlying interaction goals and personal motivations.

For instance, Tett and Murphy [2002] proposed that ”people prefer co-workers who let
them be themselves”, which would explain both the similarity attraction and the complemen-
tarity theory. According to them, expressing one’s personality traits is a fundamental human
need (which is also supported by the face wants of the politeness theory, see section 17.2.1.4).
Consequently, similarity is preferred for agreeableness or affiliation because it enables people
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to express mutual closeness, whereas complementarity is preferred for dominance when one
person wants to lead and the other wants to follow.

Horowitz et al. [2006] explained that a person’s goal can be related to status or affiliation,
and that frustration arises when the other party misinterprets that goal. One example they give
is that a person might talk about a problem seeking either guidance (status-based motive)
or comfort (affiliation-based motive). The interaction breaks down if they receive something
different from what they expected.

Reisz et al. [2013] examined how a person’s goals relate to their personality traits. They
found that people formulate goals which lead to positive affect or compensate for negative
affect, especially if those goals require great or continued effort. For example, open-minded
people named the goal of learning a new skill, whereas introverted people named the goal
of making new friends. Goals like ”use time more effectively” were given by people low in
conscientiousness, whereas ”reduce stress” was listed by those scoring high on that trait and
on neuroticism. This explanation implies that people are compatible with others who reinforce
their positive traits (such as two friends high in agreeableness) or compensate for a deficit in
one trait (such as introverted people being friends with less introverted persons).

18.3 Implementing Adaptive Systems
There are two main tasks when implementing personality-adaptive systems: One is the
development of an adaptation mechanism, and one is the mapping between personality traits
and observable surface cues. We will start with the latter because adaptation mechanisms
require an understanding of the parameters that will be modified over time.

18.3.1 Expressing Personality with SIAs
Personality can be expressed with multiple communication channels due to the flexibility
of today’s virtual agents and social robots. These expressions are commonly adapted from
psychological findings about human communication, such as those summarized by Knapp
et al. [2014].

First of all, the linguistic content of utterances can be used to express personality. For ex-
ample, Moon and Nass [1996] use scripted language-based cues (strong language, assertions,
and commands to express high confidence versus weaker language, questions, and sugges-
tions to express low confidence) to make the computer appear either dominant or submissive.
The PERSONAGE natural language generator by Mairesse and Walker [2010] realizes lin-
guistic variation according to the Big Five personality dimensions in the context of restaurant
comparisons, which is used by Aly and Tapus [2016] with a social robot. Ritschel and André
[2017], Ritschel et al. [2017] use an adaptive, generative approach for a story telling robot
with varying degree of extraversion. Harrison et al. [2019], Hu et al. [2018] present neural
generation methods with variations in personality (Big Five) and improved stylistic control
in the context of task-oriented dialogs. Paralinguistic behavior is of central importance to
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present the linguistic content in a convincing manner. For example, synthesized voices indi-
cate extraversion with faster speech rate, higher pitch and volume, and wider range of tone;
in contrast, slower speech rate, lower pitch and volume, and smaller range of tone indicates
introversion [Reeves and Nass 1996a].

Kim et al. [2008] and Hu et al. [2015] manipulate a robot’s gestures to express extraversion
and introversion. Their agents’ gestures vary in amplitude, speed, frequency, and more. Sim-
ilarly, Isbister and Nass [2000] express this dimension with a virtual character with posture.
This includes widespread limbs, wider movement and movement toward the observer for ex-
traversion, and limbs closer to the body and restrained gestures for introversion. Generative
approaches [Hartmann et al. 2005] are important for creating this type of behavior flexibly,
without the need of hardcoding and scripting every detail of the interaction. Given enough
personality-related training data from audio corpora, future applications may also make use
of deep learning-based speech-driven gesture generation [Kucherenko et al. 2020]. In a sim-
ilar vein, gaze behavior can provide clues about an agent’s traits and attitudes. For instance,
Bee et al. [2009] showed that the orientation of a virtual character’s head and eyes influenced
the dominance level expressed by the agent. Later, Arellano et al. [2011] showed that agents
turning their head upwards were perceived as more extraverted and less agreeable than those
lowering their gaze.

Due to the successful personalization [Ritschel et al. 2019a] of artificial agents’ non-
verbal sounds [Bethel and Murphy 2008] with regard to expression of emotion and intentions,
generating such sounds during runtime [de Gorostiza Luengo et al. 2017] is of high interest
to shape socially interactive agents’ personality beyond the traditional verbal and non-verbal
modalities.

Studies with embodied conversational agents have shown that humans also interpret their
turn-taking patterns in terms of personality and interpersonal attitudes. In general, starting
to speak later and yielding to interruptions sooner are signs of an introverted and submissive
character, whereas agents that interrupt the other party and continue to talk over them appear
extraverted and dominant. These relationships between speech timing and personality were
confirmed by ter Maat et al. [2011], and by Cafaro et al. [2016], as well as by Janowski and
André [2019]. Additionally, Gebhard et al. [2019] showed that the same is true for interactive
human-agent conversation.

18.3.2 Adaptation Approaches
Figure 17.3 gives an overview of adaptation and expression of personality in the context of
SIAs. In general, one can distinguish between adaptive and adaptable social agents [Schnei-
der and Kummert 2020]. The former autonomously attempts to adapt to the user, and the latter
allows the user to actively change the agent’s behaviors. In the context of personality, the term
adaptation is used for manipulating an agent’s behaviors in order to express a personality
that is best for the individual user. This is realized by either configuring the robot’s person-
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Figure 18.3 Adaptation and expression of SIA personality.

ality profile according to the similarity or complementarity attraction principle (see section
17.2.2), or by tweaking parameters during runtime. Typically, human input is provided either
as data upfront to the interaction or online during the interaction. The former is often realized,
for example, by filling out a questionnaire or self-report to assess the user’s own personality
profile. The latter includes approaches for realtime processing of the user’s social signals or
task-based information, such as user performance in a goal-oriented interaction. For example,
paralanguage and nonverbal behavior are used for automatic personality recognition [Vin-
ciarelli and Mohammadi 2014]. Social signal processing uses speech, gestures, pose, facial
expression, and more to fulfill this task based on human input. This is done to either estimate
the human’s personality profile or to get other information about the user. For example, Car-
bonneau et al. [2020] use feature learning and spectrogram analysis for estimating personality
via speech, and Salam et al. [2017] use a fully automatic system to predict the human Big
Five personality traits based on non-verbal behavioural cues.

Social signals can also be used to estimate human engagement. Engagement [Oertel et al.
2020] is of central importance for designing systems that are able to adapt to their users’
characteristics [Salam et al. 2017]. For example, Mancini et al. [2019] use engagement
detection to form and maintain a virtual agent’s impression of warmth and competence. Since
the adaptation of the robot’s personality profile can make interaction more engaging (see
section 17.2.2), engagement is also investigated in the context of human and robot personality,
for example, in Celiktutan et al. [2017]. In combination with adaptation, Ritschel and André
[2017], and Ritschel et al. [2017] use it to optimize a social robot’s extraversion based on the
user’s reactions.
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18.3.2.1 Decision-theoretic Reasoning
The situations that an agent encounters are not always deterministic. Users might respond
positively to a certain personality expression most of the time but feel irritated by it when they
are in a certain mood or busy with a particular task. Therefore, decision-theoretic approaches
consider probabilistic outcomes that are linked to a person’s internal affective or cognitive
states. Since the latter are not directly observable, they need to be inferred from surface
behavior cues, for example, using a Bayesian Network [Ball and Breese 2000, Conati 2013].

Ball and Breese [2000] used such a Bayesian network to model the causal relationship
between different behavior features, the currently experienced emotion (corresponding to the
first two dimensions of the PAD model), and the interpersonal stance. This model was then
applied both for inferring the user’s current affective state and for modifying the agent’s be-
havior. The considered modalities included, among others, choice of words, acoustic features
such as pitch and volume, timing information, and gestures. Furthermore, the authors pointed
out that such a model can be easily extended by creating a new chance node for the added
modality and setting the conditional probabilities for observing certain behavior depending
on the emotional state and interpersonal stance.

Conati [2013] described an approach for implementing an affect-sensitive virtual butler
that would adapt the timing of its actions to the user’s state. In this case, a Dynamic Decision
Network (a Bayesian Network augmented with temporal information and decision nodes)
serves for inferring the user’s current emotion not only from their behavior but also from
background knowledge about their personality-related goals. This enables the system to
distinguish between emotions that are similar in valence but are caused by different events
and therefore require different responses. For example, if the user felt shame over making a
mistake, the virtual butler would need to bolster the former’s confidence, whereas if the user
felt reproach because of the system’s mistake, the agent would need to apologize. In such
cases, a socially interactive agent may need to deviate from its default personality, showing
more respectively less assertive behavior to accommodate the current interaction context.

One major ingredient of decision-theoretic systems are the costs and benefits associated
with different outcomes, which define each outcome’s utility. The so-called expected utility
is the sum of said utilities, weighted by the probabilities that the system action in question
will lead to the respective outcomes. This makes it possible to predict which of the available
actions will be the most beneficial in the face of uncertain situations.

For instance, Bohus and Horvitz [2011] had human judges rate the gravity of different turn-
taking errors made by a virtual agent in order to create a cost function based on the time that
the system chose to wait in different situations. After calculating the systems’s confidence that
a user had yielded the turn to the virtual agent, this cost function could be used to decide about
the ideal waiting time before the agent started speaking. In a similar manner, the virtual butler
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Figure 18.4 Left: a study participant interacts with an adaptive social robot, using Reeti Robot by Robopec,
in Ritschel et al. [2019d]. Middle: the hardware control panel is used for interaction and to
give a reward signal for reinforcement learning (adapted from Ritschel et al. [2019d]). Right:
simulation results of a robot with adaptive extraversion in Ritschel et al. [2017].

Figure 18.5 Contextual bandit/associative search (i.e., several multi-armed bandit problems) are used to
adapt a social robot’s linguistic style in Ritschel et al. [2019d].

proposed by Conati [2013] would be able to calculate the expected impact that its timing
would have on a user’s mood.

18.3.2.2 Reinforcement Learning
In recent years, Reinforcement Learning [Sutton and Barto 2018] has become increasingly
popular, also in the context of behavior adaptation for social agents. It is often used for
personalization [den Hengst et al. 2020]: exploring and identifying the best agent’s behavior
for the individual human interaction partner.

In general, a reinforcement learning agent explores different actions in different states
iteratively. For every action execution it receives a numeric reward. This information gives it
an indication of whether the action was expedient or not. Since reinforcement learning solves
control problems, the agent needs to balance exploitation (i.e. selecting the “greedy” action,
which is the most profitable one according to the agent’s experience) and exploration (i.e.,
selection of sub-optimal actions) when deciding which action to take for the next learning
step. In human-agent interaction, feedback for calculating the reward is provided implicitly
or explicitly based on different sources of information, including task-related information
and human social or biosignals. Explicit feedback includes, for example, ratings via haptic
button presses [Ritschel et al. 2019d] (see Figure 17.4), graphical user interfaces [Ferreira and
Lefèvre 2015], tactile [Barraquand and Crowley 2008, Wada and Shibata 2006] or prosodic
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[Kim and Scassellati 2007] input. Implicit feedback is not provided consciously by the user
but either deducted from task-related information or subconscious human social or biosignals.
Task-related data is of central importance to estimate the user’s performance in goal-oriented
tasks, exercises, or games, such as in Ritschel et al. [2018, 2019b, 2020b]. However, it cannot
capture human aspects, such as the user’s behavior, personality, or mood. Thus, interaction
distance, gaze and smile [Fournier et al. 2017, Gordon et al. 2016, Hemminghaus and Kopp
2017, Leite et al. 2011], motion speed, timing [Mitsunaga et al. 2008], gesture and posture
[Najar et al. 2016, Ritschel et al. 2017], and laughter [Hayashi et al. 2008, Katevas et al. 2015,
Knight 2011, Ritschel et al. 2020a, Weber et al. 2018] are used in various contexts as feedback
for social agents. Physiological feedback includes ECG [Liu et al. 2008] or EEG [Tsiakas et al.
2018] data. These signals are often aggregated and combined in order to build a user model
and calculate reward, for example, based on the human’s estimated affect/emotions [Broekens
and Chetouani 2019, Gordon et al. 2016, Leite et al. 2011], engagement [Mancini et al. 2019,
Ritschel 2018, Ritschel et al. 2017], curiosity [Fournier et al. 2017], amusement [Ritschel and
André 2018, Ritschel et al. 2020a, Weber et al. 2018], and more.

A range of reinforcement learning algorithms is used for social agent adaptation. The
simplest form are multi-armed bandit problems [Leite et al. 2011], dueling bandits [Schneider
and Kummert 2020], or contextual bandits/associative search [Ritschel et al. 2019d] (see
Figure 17.5). Popular full reinforcement learning algorithms include Q-Learning [Barraquand
and Crowley 2008, Broekens and Chetouani 2019, Gordon et al. 2016, Hemminghaus and
Kopp 2017, Liu et al. 2008, Ritschel et al. 2017, Tsiakas et al. 2018] and policy gradient
reinforcement learning [Mitsunaga et al. 2008, Tapus et al. 2008]. Pietquin [2013] furthermore
outlines the use of inverse reinforcement learning for interactive systems, which allows
to learn the reward function by observing human experts. The author also emphasizes an
important challenge: the phenomenon of coadaptation, which occurs when an agent adapts to
the user and the human subsequently adapts to the adapted system.

With regard to personality, Iida et al. [1998] use reinforcement learning for learning
personality-related cues for a robot. The human moves through different spatial areas in front
of the robot, while each movement is followed by a robot’s action. Each of these actions is
rewarded positively or negatively. Tapus et al. [2008] use reinforcement learning to optimize
the robot’s personality during exercises in the context of post-stroke rehabilitation therapy.
The authors adjust interaction distance, speed, and vocal content of the therapist robot in
order to improve the user’s task performance. Introversion is expressed with gentle, supportive
language, low pitch and volume, and extraversion uses challenging language and high pitch
and volume. The reward signal is based on the number of exercises performed in a given
period of time. Ritschel et al. [2017] use reinforcement learning to optimize a social robot’s
linguistic style in terms of extraversion based on the user’s engagement. While the natural
language generation approach is inspired by PERSONAGE [Mairesse and Walker 2010],
human engagement is estimated based on social signals. An increase/decrease of engagement
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Figure 18.6 Estimated values of a robot’s learned politeness strategies over time based on the feedback
received from a female test person. Solid lines represent the resulting best (red) and worst
(orange) strategy. Changes become smaller over time (modeled as a stationary problem).

over time results in a positive/negative reward for the learning agent. As Martins et al. [2018]
point out there is a lack of experiments with adaptation based on a deeper, psychological
understanding of users. The authors expect to achieve more user satisfaction and acceptance of
social robots when psychological measures, such as user personality, are used for adaptation.

One important aspect in reinforcement learning is the distinction of stationary and non-
stationary problems. For example, Figure 17.6 illustrates the values learned by a multiarmed
bandit over time based on the feedback it received from the human user. Over time, changes
become smaller and smaller (stationary problem), estimating the final values more precisely.
As soon as human preferences change over time, it is necessary to use algorithms for non-
stationary problems. Typically, a constant, small learning rate is used, which controls to which
degree new feedback affects the learned policy to date, i.e., how quickly the agent can react
and adjust its knowledge to the human’s new desires.

18.3.2.3 Neural Learning of Personality-based Behavior Styles
While previous approaches generated behavior variants by applying procedural manipula-
tions, more recent approaches employ a data-driven generation paradigm where neural net-
works are trained on large corpora to automatically synthesize stylistic variants for verbal and
nonverbal behaviors.

Nguyen et al. [2018] trained a chatbot on TV show transcripts and movie dialogues to learn
how to map user utterances on chatbot responses. To this end, they made use of an encoder-
decoder-setup with an attentional mechanism that consisted of an encoder to process user
utterances and a decoder to produce the chatbot answer. An evaluation of the chatbot revealed
that the approach was able to learn certain aspects of linguistic style that may be attributed to
personality.

The approach by Nguyen et al. [2018] focused on the achievement of stylistic goals
without considering the semantic content of utterances. Such an approach is, however, not
suitable for task-based dialogue. Oraby et al. [2018] investigated how to train a neural model
for task-based dialogue that ensures not only stylistic variation but also semantic fidelity.
To acquire a sufficient amount of training material consisting of semantic representations
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of dialogue acts and matching language output representing different styles, they made
use of the PERSONAGE natural language generator by Mairesse and Walker [2010] (see
Section 17.3.1). Experiments with various encoder-decoder setups showed the benefit of
neural architectures for controlling stylistic variants in task-based dialogue.

While the approaches above aimed to realize explicitly given stylistic goals, Hoegen et al.
[2019] made use of neural architectures to implement a chatbot that matches the participant’s
conversational style on previously defined variables, such as pronoun use and speech rate.
Conversational style matching can be regarded as a kind of social adaptation mechanism
where conversational partners aligns their conversational behaviors to each other [Schiller
et al. 2019]. While there is no unique mapping between conversational style variables and
personality traits, there are obvious connections. For example, length of utterances and
loudness of speech may be an indicator of extraversion.

Neural network approaches have also been exploited for the generation of stylistic variants
for character animations. A particular style of motion modulates how a character is perceived
and which emotions, mood, and personality are ascribed to it. For example, Smith et al. [2019]
trained three separate networks for pose, timing and foot to enable real-time style transfer.
Style transfer helps reduce the amount of data including combinations of heterogeneous
actions and motion variants required to achieve character animations of sufficient quality that
enhance the character’s expressivity. Even though the work by Smith et al. [2019] focused on
a broader range of affective and non-affective components, the approach bears great promise
for generating motion style variants that portray a character’s personality.

18.4 Evaluating Adaptive Systems
Evaluating an adaptive system is not trivial because it needs to be observed over an extended
period of time. Furthermore, the frame of reference is subject to change, making it difficult
to compare results between, for example, different iterations of a prototype. One way to
approach this issue is to evaluate components separately, for example, testing the learning
mechanism with simulated users while conducting a perception study to confirm that the
generated behaviors convey the intended personality. This section summarizes the most
important evaluation techniques.

18.4.1 Simulation
When it comes to online adaptation mechanisms, simulations are used to investigate whether
the implemented algorithms work in theory. Since studies with real users are complex, time
consuming, and expensive, simulated users are one option to check for algorithmic issues
before testing the system in real human-agent experiments (see Section 17.6.1). This is a first
important step which should be done in advance since simulations are cheap, repeatable, and
easily allow for changes and parameter tweaking. For example, Jain et al. [2018] propose a
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user simulator architecture for dialogue managers, tailored to socially-aware conversational
agents, which generates both task and social behaviors.

Typically, a simulated user model or fake user is used to mimic reactions to an agent’s
actions, such as in case of reinforcement learning (see Section 17.3.2.2). For example, the
right subfigure in figure 17.4 illustrates simulation results from Ritschel et al. [2017], where
a social robots adapts its extraversion based on the human’s engagement. Depending on
what is adapted and which human data serves as input for this process, simulations require
a strong level of abstraction and typically cannot emulate real human reactions adequately
due to the high complexity. One approach to overcome this issue can be a combination with
Wizard-of-Oz Studies (see Section 17.4.3), which are used, for example, in spoken dialogue
systems [Rieser and Lemon 2011]. Thus, simulations can be used for verifying an adaptation
approach’s theoretical functionality and for parameter tuning.

18.4.2 Perception Studies
To evaluate personality-based behavior variations, many researchers use perception studies in
which they present study participants with videos of pre-recorded interactions between social
agents. Examples can be found in the works of Cafaro et al. [2016], ter Maat et al. [2011]
Ravenet et al. [2015], or Janowski and André [2019]. One advantage of this approach is that
all study participants observe and judge identical situations. It removes the risk of technical
problems during the presentation of the agents’ behavior and avoids interference caused by
non-deterministic behavior processes (such as random noise in the gaze direction) that are
often implemented to make the agents’ actions appear more natural.

Additionally, using video stimuli allows researchers to reach more participants from more
diverse backgrounds because it removes the need for people to come to the laboratory. Instead,
perception studies can be conducted over the internet, using online surveys or crowdsourcing
platforms such as Amazon Mechanical Turk.

However, putting the subjects in the role of passive observers can have both positive and
negative effects. On the plus side, it allows the users to focus on the agent’s behavior rather
than the interaction task. On the minus side, this detachment from the task may lead to
different evaluations than those from actually using the system themselves. Berry et al. [2009]
found that subjects accepted a scheduling assistant’s sub-optimal suggestions under laboratory
conditions because the scheduled events were purely fictional and people were aware that they
would not actually need to attend them. The same effect can be expected when users know
they do not have to interact with the agent whose behavior they are rating.

18.4.3 Wizard-of-Oz Studies
Robert Jr. et al. [2020] found that the majority of human-robot interaction studies use Wizard-
of-Oz setups or hybrid systems where only part of the robot’s behavior is truly autonomous.
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The most compelling reason for this is that it allows for rapid prototyping of behaviors – for
testing the effect of behavior variations without the need to implement them.

It also mitigates problems with input processing. Having a human observe the user’s voice
or gesture commands makes it possible to simulate near-perfect recognition of not only the
surface behavior but also the semantics behind it. In contrast, automatic recognition often
requires enormous amounts of data and computation resources, as evidenced by the fact that
state-of-the art voice interfaces rely on cloud-based services to process the audio input.

However, Wizard-of-Oz studies tend to show an over-idealized version of the system,
and findings from such studies can be difficult to transfer to autonomous implementations.
Furthermore, special care needs to be taken to ensure that the remote operator (the ”wizard”)
behaves in a consistent manner toward all participants within a given condition. Unlike an
autonomous application, human operators are subject to fatigue and distractions. Methods for
supporting these wizards in their task, for example by automating part of the robot’s behavior,
consequently form a research topic of their own.

18.4.4 Autonomous Interactive Systems
Ideally, an agent’s behavior is evaluated during autonomous interaction with real users to
prove that the approach is feasible in reality and that the implementation works as expected.
This, of course, requires a fully-functional prototype, so this type of evaluation is mainly used
near the end of a project.

Furthermore, the users, to whom the system needs to adapt, may behave very differently
in their regular environment, as observed by Berry et al. [2009] in the article cited above.
Because the users accepted sub-optimal recommendations under laboratory conditions, the
meeting scheduling agent was improperly trained. The authors therefore suggest deploying
working implementations of adaptive systems to end-users in order to have them evaluated
under real-life conditions. However, they also point out that this requires the basic application
have good usability to begin with so that people will use it long enough to actually observe
the adaptation.

Good usability depends on a number of factors. Among other things, the application needs
to have reliable input processing (such as accurate speech recognition in a noisy environment),
fallback strategies for handling unexpected user input, and an intuitive dialogue structure that
guides the user toward their options. Unfortunately, shortcomings in that regard are often only
found when the system is confronted with naive end-users. One way to deal with this issue
is to incrementally improve the application and reevaluate each new version, but this takes a
considerable amount of time and may alienate users in the early stages.

18.5 History / Overview
After more than a quarter of a century of research on virtual agents, it is common belief that
computer characters need to be realized as individuals with a distinct personality. However,
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Figure 18.7 Timeline of research on virtual personalities

three decades ago, the idea of crafting a personality for computer systems was considered
anything but obvious. Indeed, a panel on drama and personality in user interface design
[Mountford et al. 1989] at the 1989 SIGCHI Conference on Human Factors in Computing
Systems (see Fig. 17.7) introduced the topic with the words: ”Of all the things that come to
mind when one thinks of computers and user interfaces, drama and personality are among the
last.” The motivation to discuss whether and how to give computers a personality was driven
by the promise to create new experiential user interfaces.

In 1995, Nass et al. [1995] posed the provocative question: ”Can computer personalities
be human personalities?” At that time, first attempts had been made to convey verbal and
non-verbal cues by computer agents [Cassell et al. 1994]. However, it was not clear whether
people would interpret behavioral cues provided by a computer agent in a similar manner as
behavioral cues provided by a human. To shed light on this question, Nass and colleagues
conducted a first study with verbal stimuli. The study revealed that simple cues, such as
strong versus weak language, already enable a human to attribute a particular personality
to a computer agent. They concluded that a minimal set of cues suffices to provide a computer
with a personality that increases user liking.

In 1997, the first collective volume on the creation of virtual personalities [Petta and Trappl
1997] appeared. As the early SIGCHI panel, it made allusions to drama and theatre and
presented a variety of approaches that aimed to create synthetic actors with a personality. A
representative example is the work by Hayes-Roth et al. [1997] who implemented several
scenarios following the metaphor of a virtual theater. Their characters were not directly
associated with a specific personality. Instead, they were assigned a role and had to express a
personality that was in agreement with this role.

While Nass and colleagues relied on handcrafted stimuli in their personality experiments,
researchers in the area of computer animation and natural language generation started to
investigate how to automatically create behaviors for virtual agents that portray a particular
personality. Parameters related to personality were used to control many aspects of a virtual
character’s multimodal behaviors including movement quality [Badler et al. 1997], linguistic
style and prosody [Walker et al. 1997], or dialogue policy [André et al. 2000].
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While earlier approaches on virtual agents were inspired by work on drama and theatre,
research around the start of the millennium was marked by an increased interest in explicitly
modeling theories from the psychological sciences, such as the Big Five [McCrae and John
1992] for personality and the Ortony Clore Collins (OCC) model [Ortony et al. 1988] for
emotions. Ball and Breese [2000] treated personality and emotion as unobservable variables
in a Bayesian Network and defined model dependencies between these unobservable variables
and observable ones, such as linguistic style and facial expressions (see Section 17.3.2.1).
André et al. [1999] presented several projects with virtual agents in which personality and
emotions were used as filters to constrain the decision process when selecting and instantiating
the agents’ behaviours. Rist et al. [2003] developed a platform for the realization of multiple
conversational settings with virtual agents that portrayed through their dialogue behaviors
a particular personality specified by the human user beforehand. These early approaches
enabled a flexible generation of multimodal behaviors based on given personality profiles.
However, it was not possible to adjust the behaviors of the virtual agents based on the
interaction with the user even though first ideas on the evolvement of a virtual character’s
personality were discussed in [Rist et al. 2004].

Even though first tools to temporally synchronize behaviors for virtual agents, such as
PPP (Personalized Plan-Based Presenter, [André et al. 1998]) or BEAT (Behavior Expression
Animation Toolkit, [Cassell et al. 2004]), were in place, consistency and timing of behaviors
was still considered a major challenge at the beginning of the millennium [Gratch et al.
2002]. Around the same time, a study by Isbister and Nass [2000] emphasized the importance
of orchestrating multiple cues, such as postures and language, to portray personality in
a consistent manner. Back then, usually just one character was used that had to fit the
preferences of all users. For this reason, Isbister and Nass [2000] did not rule out the
possibility that a character with a partially matching personality might be better than a
character with a mismatching personality. Their study showed, however, that users have
a strong preference for characters that show a consistent behavior independent of their
personality profile. Contrary to previous research, the similarity-attraction hypothesis (see
Section 17.2.2) could not be confirmed.

The first decade of the new millennium was characterized by a larger variety of carefully
coordinated behaviors that improved the expressiveness of the virtual characters [André and
Pelachaud 2010]. This development was fostered by a variety of scheduling approaches,
such as SmartBody [Thiébaux et al. 2008] or MARC [Courgeon and Clavel 2013], that
automatically assembled synchronized animations and speech based on behavior descriptions
in BML (Behavior Markup Language, [Vilhjálmsson et al. 2007]). The more sophisticated
behaviors of virtual agents led to studies that investigated the impact of multiple modalities,
such as language and gesture [Neff et al. 2010] or language and gaze [Bee et al. 2010], on
the perception of personality. Cafaro and colleagues [Cafaro et al. 2012] showed that people
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already form a first impression of an agent’s personality and interpersonal attitude at first
encounters based on nonverbal immediacy cues such as smile, gaze, and proximity.

The first fifteen years of the new millennium were marked by approaches that created
personality profiles for virtual agents beforehand, for example, to conducted perception
studies as described above. For the last few years, a trend can be observed, however, to
dynamically adjust a virtual agent’s personality to a user’s (potentially changing) preferences
(see Section 17.3.2.2). This work is motivated by the observation that the similarity-attraction
hypothesis does not necessarily hold, and it is thus hard to predict a user’s preferences
regarding the personality of a virtual agent. Furthermore, there is a trend toward neural
behavior generation approaches that enable the synthesis of a large variety of behavior styles
for multiple modalities, such as movement and language (see Section 17.3.2.3). The two
trends come with the promise to achieve the next level of human-likeness in the area of virtual
agents.

18.6 Current Challenges
This section summarizes current research directions and unanswered questions. In particular,
most applications of personality adaptation have yet to leave the laboratory and be tested with
real users in their regular environment. The best way to do so would be by deploying fully-
functional systems to end users, but in order to develop those several problems need to be
solved first.

18.6.1 In-situ studies
Socially interactive agents are getting closer to being integrated in our everyday life and
domestic environments, thanks to many research insights and technological advances in the
last decade. With human preferences being diverse, an investigation of (adaptive) social agents
in the field of application, that is, “in the wild”, is important. However, the evaluation of
social agents poses a number of challenges, in particular when targeting elderly people,
domestic environments, and adaptation (see Figure 17.4). Users who did not use computing
technologies throughout most of their lives often are not interested in participating in robot
studies from our experience. For example, in Ritschel et al. [2019c,d], people refused to let a
robot into their home. People mention privacy concerns irrespective of their age in a variety
of cases. It is very important to build social agents in a transparent and privacy respecting
manner. However, this limits the technology that can be used in practice, due to computing
power restrictions in the wild, such as speech recognition and natural language processing.
Another challenge is that some participants do not have Internet or do not permit its usage
due to privacy concerns, which prevents loading contents from the Internet dynamically. This
can be important with regard to the novelty effect but also for information retrieval tasks or
communication.
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When investigating machine learning approaches, such as adaptation via reinforcement
learning, another challenge arises. Since the agent faces a control problem and needs to decide
what to do during runtime, every action manipulates its environment. Consequently, one does
not know how the user would have reacted if the agent would have done something else.
Especially in the beginning, if the learning agent starts without initial knowledge, this is an
inherent problem. When using reinforcement learning, exploration is mandatory. Special care
needs to be taken in order to make sure that the agent’s randomized action selection does not
irritate the human or impact the overall interaction experience. However, variety in the agent’s
expressed behaviors is essential to keep interaction with the agent interesting over a longer
time, since reinforcement learning sticks to the most effective solution most of the time.

In addition, a serious challenge with regard to adaptation in an uncontrolled environment
is that human feedback will be biased. Many external aspects may influence the human’s
reactions, such as the user’s mood, stress due to upcoming appointments, but also technical
restrictions. For example, when using social signals to calculate the reward signal based on
human reactions, misinterpreted sensor data, bad lighting conditions, occlusions, or other
problems occur that could even result in not being able to sense human reactions at all. Human
feedback can also be biased by the contents presented by the agent, which are not under
control of the adaptation process. For example, they may elicit emotions unintentionally and
thus influence the feedback toward the agent, which is uncorrelated with the agent’s actual
actions.

In general, there are also substantial technical challenges when conducting in situ studies.
The agent needs to be completely autonomous, and thus error handling is an important aspect,
which becomes increasingly important when several components need to work together. There
is no option to control the agent remotely or to make sure that it is working correctly if there is
no Internet connection on-site. However, autonomous interactive agents (see section 17.4.4)
are essential for long-term interaction studies [Leite et al. 2013].

18.6.2 Finding the Right Level of Sensitivity
The further perfectionization of techniques for the analysis of social signals might lead to
agents that respond to human signals in an oversensitive manner [Eichner et al. 2007]. Agents,
which adapt to human social signals may irritate users. In case the human was not aware of
the expression of his or her own social cues, the agent’s reactions might appear random.
Obviously, not every social signal cue from the user should trigger a response from the agent.
The problem of deciding which user behavior should be interpreted as system input, is called
the Midas Touch Problem. Hoekstra et al. [2007] present a number of strategies to mitigate the
Midas Touch Problem for an application with two agents that adapt their presentations to the
user’s level of attentiveness. In their work, eye gaze was the only user cue that was interpreted
by the agents. Thus, the question arises of how to determine the right level of sensitivity for a
multitude of social signals in interactive conversational settings.
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18.6.3 Fine-Grained Behavior Timing
Personality affects an individual’s timing in conversation. For instance, talking over another
person is often seen as a sign of dominance [Rogers and Jones 1975]. However, turn-taking
is a complex issue and involves many more factors than personality alone [Goldberg 1990].
For instance, completing the speaker’s sentence or responding early can also signify attention
and engagement, for example, when two people are having a passionate conversation about
shared interests.

Most systems so far use fixed heuristics, such as yielding the turn immediately upon the
user’s attempt to interrupt the agent [Bohus and Horvitz 2011] or responding after a fixed
time threshold [Visser et al. 2012]. However, computer-controlled characters are faced with
an increasing number of different contexts, for example, in the case of personal assistants that
accompany their user throughout the day and likely for months and years. Therefore, they are
in need of turn-taking mechanisms that are appropriate for a wider range of contexts yet easily
adapted to achieve the user-preferred personality impressions.

As brought up in section 17.2.2.3, context-specific behavior preferences can be approached
via considering the underlying goals. A system, such as the virtual butler described by Conati
[2013], relies on these relationships between internal goals and the personality, which is
reflected in a user’s or and an agent’s surface behavior. At the same time, showing appropriate
emotional responses to events that affect a character’s goals is important for making their
behavior believable and consequently engaging for the user [op den Akker and Bruijnes 2012].

Decision-theoretic reasoning can then be applied to infer the best course of action based on
knowledge of these goals and how the system’s actions will affect them [Bohus and Horvitz
2011, Conati 2013, Janowski and André 2018, 2019]. However, identifying the goals that
shape interpersonal timing is not trivial. While there have been attempts to define the structure
behind human motivation [Ortony et al. 1988, Talevich et al. 2017], few works have linked
those to a person’s Big Five traits or interpersonal stance. Those who do focus on high-level
or long-term goals rather than concrete short-term intentions [Reisz et al. 2013]. But in order
to make decisions about an agent’s behavior, a system needs to reason about short-term goals
such as giving the user time to talk or delivering a message at the earliest opportunity.

18.6.4 Autonomous Interactive Systems
In order to bring socially interactive agents out of the laboratory and into the homes of actual
users, it is necessary to verify that the findings from perception studies and Wizard-of-Oz
evaluations hold true when autonomous systems have to interact with a human in real-time.

One of the few real-time interaction examples is found in the work of Gebhard et al. [2019].
However, their study relied on a limited domain with pre-scripted dialogue and pre-defined
user actions, which is still common practice.

A less constrained setup is described by Skantze et al. [2015]. Their system was exhibited
in a museum over 9 days, gathering data about turn-taking patterns while pairs of users played
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a card sorting game with the robot. Though the authors mention the possibility of adjusting
the robot’s personality through a confidence parameter, that confidence was neither the focus
of that study nor was it considered in relation to surface behavior variations.

As mentioned in section 17.4.3, one problem that makes people turn to Wizard-of-Oz se-
tups or pre-scripted interaction is the need for quick reaction times. op den Akker and Bruijnes
[2012] identified real-time input processing as a major bottleneck in dialogue systems and a
challenge that needs to be solved before one can consider implementing agents that adapt their
behavior during conversation. Over the years, there have been different approaches to that. Bo-
hus and Horvitz [2011] explicitly modeled the delays that occur between a user’s speech, the
system’s perception, the selection of a response, and the audible text-to-speech output. Other
researchers such as Visser et al. [2012] applied machine learning to try and predict the content
of incomplete sentences step-by-step, in an incremental manner.

While real-time incremental input and output processing form a research topic of their own,
it is worth noting that the challenges in this area limit an agent’s adaptive behavior with regard
to the time frame. This supports the idea that adapting to the slowly-changing, relatively stable
personality traits of a user may lead to better results than trying to adapt to, for example, their
short-lived emotions.

18.7 Conclusion
Equipping an artificial socially interactive agent with a personality that adapts to the user is a
helpful strategy for making the interaction more enjoyable and more engaging. It builds on the
humans’ natural tendency to anthropomorphize inanimate objects and evaluate their behavior
in terms of human codes of conduct. As a consequence, interest in creating believable artificial
actors has been growing since the mid-1990s.

Personality traits are expressed in a number of verbal and non-verbal communication
behaviors such as the choice of assertive words, demure gaze behavior, or patiently waiting for
the right time to respond. By observing these surface cues, both human and machine can infer
their conversation partner’s disposition for reacting to certain events in a specific manner. This,
in turn, enables a socially interactive agent to not only make its internal processes transparent
to the user but also to configure its own personality traits to better suit the user’s requirements
and personal preferences.

In order to create an adaptive personality, shallow heuristics and superficial mimicking will
not suffice in the long run. Future systems need to take the psychological foundations into ac-
count if they are to display social competence in a wide range of scenarios. Furthermore,
automated learning processes are necessary for tailoring a system to an individual user’s pref-
erences while probabilistic reasoning helps to recognize these preferences more accurately in
varying contexts. The benefit gained from the agent’s action – be it in the form of a reward
function or the expected utility – then enables it to choose the optimal strategy for interacting
with the user.
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Due to the complexities of adaptive systems, its components, such as the altered behavior
or a reinforcement learning mechanism, are often evaluated separately. However, to truly
understand how to adapt the agent’s personality to that of its user, these applications need
to be brought out of the laboratories and, ideally, to be tested over an extended period of time
with actual members of the target group.

For this purpose, the adaptive agent must meet basic usability standards so that people will
actually be motivated to use it long enough for observing the adaptation. This entails that the
system must not irritate the user while adapting its behavior. It must be sensitive to the user’s
feedback, but not too sensitive either. Its actions must be timed properly in different contexts
while still conveying the currently learned personality in a credible manner.

Related research fields, such as incremental input processing and incremental dialog mod-
eling, can provide helpful insights in this regard. Psychological research about human-human
communication allows us to understand the mechanisms behind interpersonal compatibil-
ity, and how superficial behavior patterns relate to the core personality traits that need to
be adapted.

As we learn to equip artificial characters with believable personalities, we also learn about
what makes the human mind tick. In the long run, this understanding will allow both human
and machine to work together in the most productive, entertaining and supportive manner.
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