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11.1

Empathy and Prosociality
in Social Agents

Ana Paiva, Filipa Correia, Raquel Oliveira, Fernando Santos
and Patricia Arriaga

Motivation
Although some scientists might disagree about the exact role and importance of emotions
in our daily lives, virtually all people (including scientists) admit to occasionally experience
sadness, joy and other emotions and can recognize how each one feels and how it affects them
[Izard 2013]. From an evolutionary point of view, emotions carry significant advantages in
terms of survival and, due to their universality, they allow for the non-verbal communication
of inner psychological states and the easy recognition of those states in others. For this reason,
many argue that emotions are essential features of complex social interactions and that they
have adaptive functions [Ekman 1999, Gloria and Steinhardt 2016, Izard 2013]. So, it is not
surprising the role that emotions play in the interactions between humans and technology,
and in particular, social agents. Much of the work conducted in this area seems to clearly
and repeatedly find that people interact with technological artefacts as more than mere tools;
users often apply schemes for social and emotional interaction with other humans, to their
interaction with machines (see Chapter 3 [Kramer and Manzeschke 2020]). For this reason,
emotions are now a central part of the design, development and evaluation of new technologies
[Picard et al. 2002], including social agents and robots. But, as we consider the development
of emotional behaviours in social agents, as seen in the previous chapter (see Chapter 10
[Broekens 2020]), we also need to reflect upon the effects that emotions have on both humans
and the agents as a result. We cannot detach how emotional behaviour experienced by one
person affects another, and the responses that arise as a result. Indeed, many of our emotions
are social and related to how the others feel, and empathy processes fit in this realm of
responses. In general terms, empathy can be considered as the response to some other person’s
emotional state, where such response is more congruent to the others’ emotional state than
one’s own. For example, if an agent reports a gloomy event, the human viewer may respond
by feeling sad or even try to comfort or provide some advice to the agent.

Several efforts to create empathic agents have shown that the display of empathy can
positively impact the user’s feelings of trust and friendship towards such agents. Although an
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interesting finding, one might ask why (and if) we should trust and nourish these emotional
connections with technological items [Reeves and Nass 1996]. From an utilitarian point of
view, the answer to this question is rooted in the assumption that positive feelings towards
machines can lead to higher overall satisfactory and engagement in long-term interactions
with technological devices or agents. This can have a positive impact in the commercial
success of such devices, as modulated by users’ intention to interact with them in the future
and their attitudes and acceptance of such items in their daily lives. On the other hand,
empathy, and empathic responses to agents, may also result in more awareness to someone
else’s emotions, fostering perspective taking and reasoning about others, often competencies
we seek to promote.

We believe that our interactions with machines, and agents, can have a deep impact in
our behaviors (both in actions directed at those machines and towards other humans). In
particular, positive social behaviours (such as cooperation and prosocial behaviours) may be
elicited through the interaction with socially interactive agents (SIA) that can invoke positive
emotions from their users. These complex social behaviors, as many studies have proposed,
can transcend the limited domain of interaction and lead to actual cooperation and prosocial
behaviors directed at other humans.

In this chapter, we focus on empathy, prosociality, and the benefits that may accrue from
such dispositions, both at the individual and societal level, when humans and agents interact.
At an individual level, for example, prosocial spending seems to make individuals happier
and result in higher levels of positive emotions [Dunn et al. 2014]. Similarly, individuals who
engage in volunteering activities frequently report higher levels of happiness and health than
those who do not [Borgonovi 2008]; and some authors have even observed a link between
the offer of instrumental support to close family and friends (i.e. informal caretaking) with
a lowered mortality rate [Brown et al. 2003]. In addition, engaging in prosocial behaviours
seems to result in greater well-being to the prosocial actor due to its ability to satisfy the
psychological needs of autonomy, competence and relatedness [Martela and Ryan 2016].

At a societal level, although hard to quantify, prosocial behaviours also bring many
advantages. For example, in the United States of America alone, in 2018, it was estimated that
around 30% of American citizens were engaged in some type of volunteering activity, which
is the equivalent to over 75 million volunteers countrywide, whose total efforts account for
a work and service effort valued at around 167 billion dollars. Volunteers are the foundation
of essential organizations, such as the national disaster response system, which provides vital
aid to the victims of hurricanes and other catastrophic events. However, the official number
of volunteers does not include the many kinds of prosocial acts that are not considered formal
volunteering, such as informal caretakers and people who perform prosocial actions towards
friends and family. Moreover, the widespread movement of solidarity originated during the
COVID-19 lockdowns is one example of how prosociality can act as a motivator for social
support in hard times. Many different acts of kindness and help in the world were directed
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at those in need, especially towards the elderly, care workers, and most often strangers. The
use of hashtags such as #viralkindess were high and a sense of unanimity emerged as our
unknown neighbours became our friends. The COVID-19 lockdowns were a time for empathy
and prosociality. In different countries and continents, prosocial acts emerged such as giving
free milk through a “kindness cooler” in Wisconsin, US, the help from cosmetic factories to
produce and give away hand sanitizers, to the creation of community kitchens worldwide.

Moreover, [Pfattheicher et al. 2020] have shown that empathic concern for those most
vulnerable to the COVID-19 predicted and promoted adherence to physical distancing and
wearing face masks. These are two important behavioural measures recommended by the
World Health Organization (WHO) to control the spreads of the SARS-CoV-2 contagion,
which in turn contribute to facilitate health systems work and allow a better treatment to
those infected. In the same line, [Campos-Mercade et al. 2020] have found the prosocial
motivations was related to following these and other WHO health behaviour guidelines, and
also to donating to fight COVID-19.

Given the benefits of prosocial behaviour, in this chapter, we will stand by the idea that, as
we build agents that interact with humans, we need to go beyond social interaction and think
about the effects that those agents can have in humans’ well-being. We argue that effective
socially interactive agents should not only be social, but also be prosocial: STAs should be able
to act in a prosocial manner and evoke prosocial behaviours from their users, directed at the
agent, at other humans, and eventually at the society as a whole. The idea that interaction with
SIA can contribute to the development of prosocial skills and interactions is not new. This idea
is supported by psychological models of learning that propose that we learn and develop skills
based on our interaction with other people and other social agents, in different contexts (e.g.,
direct interaction, playing games). In particular, according to the General Learning Model
(GLM), people can extract information and learn from different situations and environmental
interactions, through the employment of a wide range of cognitive mechanisms [Anderson
and Bushman 2002, Barlett and Anderson 2012, Buckley and Anderson 2006]. This model
attempts to explain how different life experiences can have an impact in a person’s beliefs,
attitudes, and cognitions [Gentile et al. 2009].

To address this challenge we build on previous work about empathy and prosociality in
SIAs [Paiva et al. 2017] by providing a framework that accounts for the main variables
that can be used to design prosocial agents, for both individual, group and society level
interactions. This chapter makes a step in examining how empathy in the interaction between
humans and agents can be achieved, and the role it plays in fostering prosocial and altruistic
behaviour in general. This ultimate aim is the basis of the area of “prosocial computing”, as
initially described in [Paiva et al. 2018]. In this chapter, we first start by elaborating on the
definition of the relevant concepts implicated in our work and by presenting a framework
that captures both the potential effects of these concepts (empathy and prosociality), as well
as the interactions among them, which are expected to produce prosocial behavior. Second,
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we present an oriented and selective review of the literature regarding the currently existing
models and architectures to build prosociality in agents followed by a review of user studies
that have been conducted involving SIA. Finally, we present a selective review of prosociality
models in populations and we conclude by outlining possible future avenues of research and
discussion.

Concepts and Framework

Concepts such as prosociality, cooperation and altruism are important in many fields of psy-
chology and other social sciences, as they underline the role that certain behaviours have
in our daily lives resulting in important effects on how we behave towards each other and
towards the society in general. For this reason, the search for the causes or antecedents that
explain why people act prosocially, and what conditions facilitate that choice, has a long
and fascinating history, that gathers multi-disciplinary contributions of many scientists from
many areas of study yielding many interesting and sometimes even contradictory results. In
particular, the pervasiveness of empathy, altruism, cooperation and prosociality in humans has
for long puzzled biologists, economists, psychologists and researchers from multiple other
disciplines [De Waal 2008, Hamilton 1964, Rand and Nowak 2013, Trivers 1971]. Although
altruistic behaviours are commonly seen as some “heroic human acts”, they are also observed
in non-human species that exhibit complex social structures [Carter et al. 2017]. For example,
in some species of birds, one can observe unrelated individuals protecting little fledgelings
from predators, thus helping the breeding parents [Brown 1978]. Social insects (e.g., worker
bees) give up their reproductive function in order to benefit their colonies [Hamilton 1972].
Some of these examples, where animals reveal apparent selfless behaviours, were a conun-
drum for Darwin: in a world where only the fittest survive, it is certainly puzzling that those
sacrificing their own fitness — to benefit others — manage to win the contest of natural selection.
Notwithstanding, Darwin himself advanced some explanations for the selection of altruistic
behaviours, suggesting incipient notions of kin selection and reciprocal altruism. Some of
these ideas were later elaborated. In the 60s, Hamilton developed ideas on kin selection, coin-
ing the today called Hamilton’s rule. This rule postulates that altruistic cooperation evolves
if the genetic relatedness between the cooperator and the recipient of the altruistic act, times
the reproductive benefit gained by the recipient, outweighs the cost of altruism [Hamilton
1964]. Later on, Trivers formalized the idea of reciprocal altruism, proposing that altruistic
cooperation can evolve if a cooperator helping today will be helped tomorrow [Trivers 1971].
Other mechanisms, such as indirect reciprocity, spatial selection and multi-level selection,
were more recently studied [Nowak 2006, Rand and Nowak 2013]. These mechanisms can be
seen as interaction structures that allow natural selection to choose, in the long-run, coopera-
tive behaviours. In other words, these mechanisms constitute ultimate causes for cooperation.
In parallel, research has advanced our knowledge on the proximate causes of cooperation,
often rooted in psychological mechanisms. Empathy appears, in this context, as a prime
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justification for altruism. In particular, the empathy-altruism hypothesis of Batson suggests
that cooperation is triggered, regardless of the costs and benefits involved, if someone feels
empathy towards another individual [Batson et al. 1995]. Similarly, Frans de Waal suggests
that empathy is the ideal candidate mechanism that underlies altruism, especially altruism that
arises in response to another person’s pain, need and distress [De Waal 2008]. The mysteries
of cooperation are not solved. In fact, explaining the evolution of cooperation was pointed out
as a grand challenge for the XXI century [Pennisi 2005].

The vast scope of the factors involved in the study of prosociality requires on our part an
initial clarification on different concepts required to describe the various approaches we will
discuss in this chapter. They are:

e Empathy is defined by Hoffman [Hoffman 2001] as a psychological process that makes
a person to have “feelings that are more congruent with another’s situation than with his
own situation”. Empathy is a multidimensional concept usually distinguished in terms of
cognitive and affective empathy [Davis 2018, Maibom 2017]. Cognitive empathy is the
capacity to put oneself in the other position, by being able to see and understand what
the recipient thinks and/or feels, also named perspective taking, and requires having a
theory of another’s mind (theory of mind). Affective empathy involves affect from the
actor (the empathizer). Examples include “vicarious” affect, resonance or mirroring sim-
ilar emotions of the recipient (also considered basic affective empathy). When applied to
situations in which a recipient is in need or suffering, two different affective empathy di-
mensions have been proposed: empathic concern (also named sympathy or compassion)
and personal distress. Empathic concern is the ability to feel other-oriented concerns,
that is, sympathy for the welfare of others by resonating with others’ negative emotions,
and often gives rise to prosocial behaviours. Personal distress involves feeling distress
for oneself (self-oriented concern) and for the recipient in need [Maibom 2017].

e Prosocial behaviour is a multidimensional concept that can broadly be defined as
a voluntary behaviour intended to benefit another [Coyne et al. 2018, Eisenberg and
Spinrad 2014]. Examples include altruism, solidarity, sharing, caregiving, comforting.
It can vary from high cost (e.g. altruism, caregiving, volunteer, sacrificing) to very low
cost behaviours (e.g. comforting), and is intimately related with other constructs such as
cooperation, reciprocity, empathy, generosity, trust and fairness. The underlying motives
to act prosocially can vary from being motivated to increase another’s welfare (other-
oriented) to increase one’s welfare (self-oriented) [Eisenberg et al. 2016]. When there
is no expectation of self-gain the behaviour is considered altruistic, but when enacted
because of the request of others or internalised social norms, it is associated with
compliance [Xiao et al. 2019], suggesting moral reasons such as gratitude [Ma et al.
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2017]. Specific emotions may also play an important role in prosocial actions. Emotions
often associated with prosocial behaviours include sympathy, compassion, guilt, regret,
but their role is also highly dependent on the type of prosocial behaviour, underlying
motivation(s), context, individual differences, and group factors.

Altruism is an unconditional prosocial tendency for an agent to act to benefit the
recipient and increase his/her welfare [Batson 2011] without the expectation of any self-
gain (thus opposed to egoism) [Van Lange et al. 2014]. However, while some authors
consider that altruism does not preclude the agent from benefiting from the behaviour,
other authors argue that even altruistic actions benefit the agent in some way. For this
reason, they sustain that there is no such thing as authentic, genuine, or “true” altruism.
In contrast, for other authors, authentic altruism occurs when the altruistic action has
some cost to the agent’s personal interest (for a review [Schramme 2017]). In fact, in
biology, altruism often refers to behaviours which are costly (in terms of reproductive
fitness) to an organism and beneficial to the recipient [West et al. 2007]. Similarly, in
economics, altruism is defined as costly behaviours that confer economic benefits on
other individuals [Fehr and Fischbacher 2003].

Reciprocity is defined in broad terms as “treating another in the same way as the one
is treated” [Kolm 2008]. Many forms of reciprocity have been described, but the most
common is direct and indirect reciprocity. Direct reciprocity involves a mutual and direct
exchange between an agent (A) and a recipient (B). Indirect reciprocity occurs when
the reciprocal acts involve another person (C) who is not the initial recipient (B) and
can be divided into upstream and downstream reciprocity. Upstream reciprocity occurs
when the agent (A) acts prosocially towards a person (B) after receiving some prosocial
behaviour from the recipient (C). Downstream reciprocity corresponds to an increase in
the likelihood that the agent (A) will be a recipient of prosocial behaviour from another
person (C) after acting prosocially towards a former recipient (B), and this likelihood is
expected because it benefits the agent reputation [Ma et al. 2017, Nowak and Roch 2007].
Reciprocity — both direct and indirect — have been pointed as fundamental mechanisms
to explain the evolutionary origins of altruistic cooperation [Nowak 2006, Nowak and
Sigmund 1998, Rand and Nowak 2013, Trivers 1971].

Cooperation is a type of prosocial behaviour involving efforts to enhance joint positive
outcomes for both the agent and recipient(s). However, cooperation has also different
forms depending on the motivation. The most common distinction is between instrumen-
tal and non-instrumental (or elementary) cooperation. Instrumental cooperation refers to
all behaviour by which individuals contribute to the quality of a system that rewards
cooperation and punishes non-cooperators. Yet, that actions are performed as a mean
to obtain self-benefit, that is, the agent performs the cooperative action(s) because it
will enable achieving certain outcomes, including positive outcomes for the recipient(s).
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Cooperation is also often referred to, in biology, as behaviour that provides benefits to
another individual [West et al. 2007]. In this regard, one may distinguish between altru-
istic cooperation — referring to altruism, defined above — and collaboration [Tomasello
and Vaish 2013] or mutualism [West et al. 2007] — when both the agent and the recipient
benefit from the cooperative relation. Across different disciplines [Fehr and Fischbacher
2003, Rand and Nowak 2013, Wu et al. 2020], cooperation has been used to refer to
altruistic cooperation, that is, costly behaviour that confer benefits to other individuals.

Selfishness is considered the motivation for self-benefit (egoistic or self-oriented con-
cern) without concern for others interests and well-being [Crocker et al. 2017]. It un-
derlies most of the current approaches to the creation of “rational agents” [Wooldridge
2003] very much inspired in the homo economicus notion. The idea that humans act in
pure self-interested way, trying to optimize their gains disregarding the other’s welfare,
as adopted in many economic theories, is the root for many approaches for designing
rational agents [Wooldridge 2003]. However, humans do not act in a completely selfish
way, as many studies involving social dilemmas played by humans have shown. Instead,
humans cooperate and act altruistically at their own personal cost. For example, in the
well-known prisoner’s’ dilemma, where the rational strategy is to defect, it was found
through a meta-analysis that humans on average cooperated 47.4 % (cooperation rate)
[Sally 1995].

From empathy to prosociality
According to Hoffman [Hoffman 2001] empathy is the “spark of human concern for others,
the glue that makes social life possible”, underlying the strong effect that empathy has towards
the establishment of social bonds. More specifically, empathy has been widely thought of as
an “other-centered” emotion, that facilitates the understanding of other people’s situations, by
allowing us to put ourselves in another person’s shoes (i.e. perspective-taking) [Batson et al.
1991, Rumble et al. 2010]. So it is not surprising that many studies have reported positive
relations between empathy and prosocial behaviour. In particular, Batson, by means of a set of
experimental designs, tested the hypothesis that empathy (in particular, empathic concern) is
a strong predictor of altruistic motivation and behaviour, also known as the empathy-altruism
hypothesis [Batson 2011, 2014]. In human-human interactions, empathy has been linked to
a number of prosocial behaviours such as helping and cooperating in contexts in which such
behaviours do not serve the individuals’ immediate selfish objectives [Batson and Ahmad
2001, Batson et al. 1995]. Empathy is thought to sustain these type of prosocial behaviour
by increasing the positive weight assigned to the other’s outcomes, consequently increasing
generous behaviour from the first to the latter [Rumble et al. 2010].

Regarding empathic-related traits, a recent meta-analysis on the predictive role of person-
ality on prosocial behaviour across several interdependent situations [Thielmann et al. 2020]
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has shown that one of the strongest positive predictors of prosocial behaviour were the traits
of unconditional concern for others.

In fact, many studies priming empathic concern towards a recipient (usually framed as a
victim) showed more altruism, even when these behaviours were against the person’s personal
interest [Batson 2014]. Less consistent is the role of personal distress on prosocial behaviour.
Although personal distress also tends to co-occur with empathic concern towards a recipient
expressing distress, actions vary depending on how much distress the recipient feels. When the
distress is experienced as overwhelming, it is often associated with a tendency to withdrawal
from the distressing context, thereby compromising prosocial acts towards the recipient in
need [Maibom 2017]. In spite of this, affective empathy, and empathic concern in particular,
seems to be one of the main predictors of prosocial behaviour.

However, cognitive empathy also seems to play an important role. For example, in three
studies, Galinsky at al. [Galinsky et al. 2008] have shown that perspective taking (understand-
ing others’ interests and motives) was more useful in negotiation processes than affective
empathy. Thus, it is important to understand which empathic dimension and under which cir-
cumstances they arise, to establish the relationship with prosocial behaviours. Furthermore,
when agents are mixed in these types of interactions, all these dimensions need to be articu-
lated and somehow engineered.

Prosocial Agents: dimensions of the current analysis

The goal of this chapter is to provide an overview of the area of socially interactive agents
(STAs) that act in situations where empathic processes and prosocial behaviours exist. Thus,
we should consider the multitude of roles and situations where agents can participate in and
the different ways by which humans may interact with them. As a way to characterize these
scenarios, let us consider that there are two humans/agents: a recipient and a subject. The
recipient is the agent experiencing an emotionally charged situation (for example when one is
given some bad news) and potentially expressing it to others. This expression can be displayed
through facial expressions or even by uttering the sentiment felt in natural language. As a
result, the subject responds to the situation and the feelings of the recipient experiencing an
empathic response (see empathic phase in Figure 11.1), and eventually acting in a prosocial
manner (see the prosocial phase in Figure 11.1).

We can say that we are witnessing prosocial behaviour when the subject incurs some cost
(Cs) as he/she acts to provide some gain to the recipient (Gr). As mentioned before, the
subject, him/herself may also obtain some gain from the prosocial action. In fact, in many
scenarios, that is the case, as the positive effects of prosociality are enormous as already
mentioned.

The characterization of the roles that SIAs and humans play in this analysis framework
allows for the following possibilities:
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Figure 11.1  Generic situations of empathic and prosocial behaviours between two agents

e SIAs that act as the subject in the empathic phase: the agent is in a situation that
perceives others (agents or humans) and its internal mechanisms allows for it to respond

empathically;

o SIAs that act as a subject in the prosocial phase: the agent acts towards the recipient in a

prosocial manner;

o SIAs that act as recipients in an empathic phase: agents act in scenarios to evoke empathy
in others (including users)

e SIAs that act as recipients in an prosocial phase: the agents promote prosocial behaviours
in others

These different types of roles for the agents require from them a myriad of design features
and computational processes. An agent acting as the subject needs to be equipped with
mechanisms that allow it to perceive and appraise the situation, be able to reason about
the others, and respond adequately. Features such as emotional recognition or perspective
taking may be essential for SIAs to act as subjects, but not necessary for acting as recipients.
Other features such as the SIA’s embodiment (disembodied, virtually embodied or physically
embodied) may also be more important in one type of context than another. For example, a
SIA acting as a recipient, may use aspects of its embodiment (its gaze, lights, posture) that
may be vital to convey the emotional state in a situation.

The roles of SIAs can be extended when we move from traditional dyadic interactions,
as portrayed in Figure 11.1 to groups featuring both humans and agents (see Chapter 17 of
this book and [Correia et al. 2018b]). In many situations we can also have agents acting as
bystanders witnessing empathic and prosocial situations. For example, agents may operate
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in a group context where other agents or humans act in a manner that fires some emotional
and empathic responses. Creating agents as bystanders can be inspired in the BIM model
(Bystander Intervention Model) proposed by Latané and Darley [Latané and Darley 1970]
that was developed to examine bystander behaviour in emergency situations. This model
describes a set of successive phases which an individual must experience to intervene in a
situation, namely, the perception of the event, the interpretation of the degree of emergency
of the event, the recognition that it is the agent’s responsibility to intervene, to knowing what
to do and intervening. This model has actually been observed to characterize the behaviour of
bystander adolescents in cyberbullying cases [Ferreira et al. 2020a], opening doors to agent
based interventions with agents acting as bystanders.

This move from dyadic interactions to groups and societies is of paramount importance
when analysing the role that SIAs may have in real-world scenarios. As proposed by Penner et
al. [Penner et al. 2005] the analysis of prosocial behaviour can be done at three different levels:
the micro-level, the meso-level and the macro-level. At a micro-level, the study of prosociality
is done around the origins of prosocial tendencies in general and sources of variation for these
tendencies. In the meso-level, the study is done around helper-recipient situations (similar
to what is shown in Figure 11.1). Finally, at the macro-level, prosociality is studied in the
context of groups and societies. These three levels are interconnected, and if we place agents
to interact with humans, we need to consider different levels of analysis. In this chapter, we
will explore the role of empathy and prosociality in social agents along three different levels
(see Figure 11.2). The first one is the individual level (A), where we will detail the internal
processes that lead to empathy and prosociality, and how those processes can be integrated and
engineered in SIAs (see section 11.3). The second level (B) is the interaction level where we
examine at dyadic interactions and where we review the mechanisms and processes that affect
how humans interacting with socially interactive agents, particularly focusing on the effects
that SIAs have on human prosociality (section 11.4). Finally, we believe that prosociality in
human-agent interactions needs to be examined beyond isolated encounters, that is, embedded
in dynamic populations and acknowledging possible long-term effects. Therefore, at the third
level of analysis (C) we will explore the role of prosociality at the macro-level, that is, in
groups and in (hybrid) populations of humans and social agents (section 11.5).

Models and Architectures to Build Empathy and Prosociality

In order for SIAs to act in empathic and prosocial situations they need to be equipped with
computational mechanisms that include perception, decision making an action execution,
underpinning a traditional agent modelling approach. Moreover, models and architectures
to create empathic agents are also inspired by existing theories of empathy in humans
providing ways to identify and structure the computational processes in social agents. In
general terms these theories may follow two distinct approaches: on the one hand, categorical
approaches carefully distinguish the affective empathy from cognitive empathy; on the other



Figure 11.2

11.3 Models and Architectures to Build Empathy and Prosociality 11

Dimensions of analysis: A - agent architectures: focus on the internal processes that lead to
empathy and prosociality, and how those processes can be integrated and engineered in social
agents; B - social agents: focus on the mechanisms and processes that affect how humans
interact with social agents, particularly focusing on the effects that SIA have on human
prosociality; C - social agents within populations: focus on the role of SIA in stabilizing
prosociality in (hybrid) populations of humans and agents.

hand, dimensional approaches propose that both affective and cognitive mechanisms can
be integrated into a multidimensional system. This implies that architectures may feature
different computational processes accordingly. In a recent survey, Yal¢in and DiPaola have
systematically analysed the literature on empathic agent architectures by separating affective
mechanisms, also refereed as low-level functions, from cognitive mechanisms, also referred
as high-level functions [Yal¢in and DiPaola 2019b]. Their framework and, in particular, the
distinction between affective and cognitive mechanisms of empathy aims at highlighting the
similarities and overlaps between the existing models and how some functions of these models
can be functionally integrated.

In contrast, the framework based proposed by Boukricha et al. [Boukricha et al. 2013], and
extended in [Paiva et al. 2017], proposes the following components in a general architecture:
(1) empathy mechanisms —“the process by which an empathic emotion arises”—; (2)
empathy modulation —“the process by which both an empathic emotion is modulated
and a degree of empathy is determined”—; and (3) empathic responses —“the process by
which an empathic emotion is expressed/communicated and actions are taken” [Paiva et al.
2017]. This framework specifically aggregates low- and high-level functions into the empathy
mechanisms, as well as it merges their outputs into empathic responses. In other words, it
acknowledges that empathic responses by artificial agents may still occur regardless of the
mechanisms behind having an affective and/or a cognitive process(es). We are particularly
interested in this framework as we postulate that an empathic response by artificial agents,
independently from their theoretical and methodological approach, can lead to prosocial
behaviours (see Fig. 11.3).
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Empathy Processes and Mechanisms in SIAs leading to Prosocial Behaviour

Finally, to bridge artificial empathy and prosociality in STAs, we will first overview existing
architectures and computational models to create empathic agents and then discuss how
artificial empathy may lead to prosocial behaviours. We will base this connection in Batson’s
hypothesis that empathy (in particular, empathic concern) is a strong predictor of altruistic
motivation and behaviours. However, from an architectural point of view, we assume that
agents must have different cognitive and affective mechanisms, often inspired by humans.
Thus, perception, cognition, motivation, emotions, and interpersonal behaviours ought to be
considered as they are essential for creating intelligent and social behaviour in agents.

Empathy mechanisms for Empathic Agents

Empathy mechanisms constitute the internal processes that lead to an empathic emotion to
arise. Hence, empathy mechanisms for artificial agents are closely related to their perceptive
skills. Generally, empathic agents are required to be aware of others, either by recognizing
their emotions or their actions within a certain context, from which they can then infer or in-
terpret the others’ goals, intentions and/or affective state. Additionally, empathy mechanisms
may also depend on the modalities that agents use to interact, which in turn may increase the
complexity to model empathy. For instance, there are rule-based systems in which the agents
are able to produce empathic behaviours, such as sympathetic or encouraging utterances, by
interpreting the context or by performing a situational appraisal [Becker et al. 2005, Bick-
more and Picard 2005, Leite et al. 2014, Lisetti et al. 2013, Prendinger and Ishizuka 2005].
Other more complex behaviours may present sophisticated models or architectures according
to different methodological approaches.
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One of the most used approaches is the analytical or theory-driven, in which computa-
tional models are based on theoretical models of empathy established in psychological and
neuropsychological research. Mimicry is considered a fundamental mechanism for empathy
and is supported by both the perception-action hypothesis [Preston and De Waal 2002] and
the shared affective neural networks [De Vignemont and Singer 2006]. Some examples have
explored such affective mechanisms using motor mimicry [Gonsior et al. 2011, Riek et al.
2010], or affective matching techniques [Boukricha et al. 2013, Leite et al. 2014, Lisetti et al.
2013]. Regarding cognitive mechanisms, four works should be highlighted. Firstly, the use
of perspective-taking through self-projection both in [Leite et al. 2013] and [Rodrigues et al.
2015]. On the one hand, Leite et al. have used the appraisal mechanism of the robotic agent
to appraise its companion’s situation for that particular game context [Leite et al. 2013]. On
the other hand, Rodrigues et al. go a step further by proposing a general model for the agent
to appraise the target’s situation using its own belief system and goals to appraise the other’s
situation as its own [Rodrigues et al. 2015]. Similarly, Boukricha et al. used regression func-
tions that map the activation of Action Units into the Pleasure-Arousal-Dominance space as
a shared representational system, (i.e. to both to animate the agent and to infer the emotional
state of other agents). Recently, Yal¢in & DiPaola proposed another computational model of
empathy [Yal¢in and DiPaola 2018], which is inspired by the Russian Doll model of empathy
[De Waal 2007]. This last approach not only allows for other-oriented perspective-taking, such
as theory of mind, but also an isolated information processing between low- and high-level
mechanisms of empathy.

Another methodological approach to create computational models of empathy is the em-
pirical or data-driven, in which the models are obtained from collected data and constitute
generalisations of empathic behaviours and/or empathic situations. Within this methodologi-
cal approach, McQuiggan et al. used data from human-human social interactions in a virtual
environment to create two classifiers: one to learn when and another to learn how the agent
can act empathetically [McQuiggan et al. 2008]. Similarly, Ochs et al. created a model to
express empathic emotions based on an empirical analysis of human-agent dialogues [Ochs
et al. 2012]. The collected dialogues were annotated according to their conditions of elicita-
tion, which matched the theoretical appraisal theory they have used [Scherer 1988].

The last methodological approach is considered hybrid as it includes both empirical and
theoretical processes for the agent to learn and/or express empathy. Within this methodologi-
cal approach, we would like to highlight two works which both follow a developmental per-
spective. Firstly, Lim et al. explored the learning process of mirroring mechanisms as an
emergent empathic behaviour and, therefore, their work was mostly focused on low-level em-
pathy [Lim and Okuno 2015]. On the other hand, the work by Asada et al. proposed that em-
pathic development can emerge from a parallel between imitation (such as motor mimicry or
emotional contagion) and other cognitive mechanisms (such as self-other distinction) [Asada
2015]. Another example can be found in the Emote project [Alves-Oliveira et al. 2019] where
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an autonomous robot was designed with empathic competencies to foster collaborative learn-
ing in adolescents in particular towards sustaining positive educational outcomes in long-term
collaborative learning. The computational model built to drive the behavior of the SIA (em-
bodied as the NAO robot) was a “hybrid behavior controller” combining a rule-based com-
ponent and a data-driven one. The data-driven component was built with a dataset created
using a restricted perception Wizard-of-Oz study [Sequeira et al. 2016]. The final system was
tested in the robot showing its capability to foster meaningful discussions among students
interacting with the robot and among themselves.

Empathy modulation in Empathic Agents

Empathy modulation is the process by which the empathic emotion or the degree of empathy
are shaped by features of the agents and the situation. Empathy modulation is inherently
coupled to the empathy mechanisms, as it shapes them, changing the result of the process.
This modulation reflects in humans the individual differences found, as well as the type
of relationship that exists between subject and recipient. Paul Bloom discusses negative
effects of empathy due to modulation, arguing that “empathy is biased”, and may “push
us in the direction of parochialism and racism” [Bloom 2017]. However, despite of the
importance of this aspect for studying empathy, so far only a few computational models of
empathy have included modulation factors in their architectures. For instance, Mcquiggan
et al. have considered in their data-driven model the following features of the observer:
gender, age, user empathetic nature, and goal orientation [McQuiggan et al. 2008]. Boukricha
et al. have not only included features of the subject (observer), such as the mood, but
also liking and familiarity to represent the social relationship with the recipient, as well
as the desirability of the observed emotion [Boukricha et al. 2013]. Similarly, the model
proposed by Rodrigues et al. supports the following modulation factors: mood, personality,
affective link and similarity [Rodrigues et al. 2015] (see Figure 11.4). Another factor that
modulates the empathic responses is the strength of the emotional situation, the context, and
the valence and intensity of the emotions exhibited by the target. These different categories
of empathy modulators for computational models of empathy [Paiva et al. 2017] need further
investigation, in particular in what concerns situational or context-related factors.

Empathic responses in Empathic Agents

Empathic responses can include both the expression of attitudes as well as actions and action
tendencies. In fact, prosocial acts can result from an empathic emotion. Furthermore, the
expression of empathy in SIAs can be displayed through different channels or modalities,
according to the social affordances of the agent. The most common empathic response in
SIAs is body expression [Riek et al. 2010] and, in particular, facial expression [Becker et al.
2005, Bickmore and Picard 2005, Boukricha et al. 2013, Lisetti et al. 2013, McQuiggan
et al. 2008, Ochs et al. 2012, Rodrigues et al. 2015, Yal¢in and DiPaola 2019a]. This means
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that the body of the SIA must include some form of “face” or eyes. A few examples have
also conveyed the empathic emotion on conversational settings through language [Bickmore
and Picard 2005, Brave et al. 2005, McQuiggan et al. 2008, Prendinger and Ishizuka 2005].
Finally, an additional empathic response identified by Paiva et al. is the action tendency [Paiva
et al. 2017], which is the readiness or urge to carry a behaviour upon a certain stimulus
being prompted. In the next section, we will discuss existing theories that address how action
tendencies and empathic responses, in general, may precede prosocial behaviour.

From Artificial Empathic Responses to Prosocial Behaviour

According to Batson et al. the major source of altruistic motivation is empathy, an other-
oriented emotional response. This emotion is “elicited by and congruent with the perceived
welfare of a person in need” [Batson et al. 2015] and is frequently reported as pity, com-
passion, or sympathy. Note that not all empathic emotion leads to altruistic motivation. For
example, one may feel joy for another that received some good news, and that is still consid-
ered an empathic response. However, altruism and prosociality result from empathy felt when
another is perceived to be in need. The empathy—altruism hypothesis claims that empathic
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concern is one of the main drivers of altruistic motivation, and thus conducent to prosocial
actions.

Recently, Costantini et al. proposed a simulation model of prosocial behaviours that
integrates both descriptive and normative approaches [Costantini et al. 2019]. When analysing
literature that explores basic processes and determinant variables of prosocial behaviours,
the authors distinguish between descriptive-emotive approaches and normative-evolutionary
approaches. While the first ones mainly aim at explaining the psychological motivations of
prosociality, the latter ones look for an evolutionary benefit on prosocial acts. We will leave
the discussion of the normative-evolutionary approaches to the meta-level analysis of social
agents in societies (see Sec. 11.5). Thus, in the same vein as Batson [Batson et al. 2015]
and Costantini et al. [Costantini et al. 2019] that role of emotions and empathy is prominent
as an antecedent of prosocial behaviours. Nevertheless, so far, little work has been done
in reflecting this link into the SIAs community, and in particular in agent’s architectures.
Considering the models and architectures we have previously reviewed, they may present
distinct mechanisms to produce an empathic response, but some of them may even trigger
hierarchically more than one empathic response [Yal¢in and DiPaola 2018]. In both cases,
regardless of the particular mechanism(s) being used, how can an agent act prosocially upon
having an empathic response?

One concrete framework from psychology, the SAVE framework (Sociocultural Ap-
praisals, Values, and Emotions), is a good example to draw the first steps for creating prosocial
behaviour, as it provides an equation that tries to mirror the complex deliberative processes
that occur during prosocial decisions by humans [Keltner et al. 2014]. If such an equation
can be used by an agent to consider prosocial acts, empathy mechanisms can also be used to
calculate some of the parameters. Cognitive mechanisms can contribute to infer the benefits
of an action for someone else, referred as Byecipiens- Similarly, empathic agents might also
determine their own benefit of performing prosocial behaviours, referred as By, ¢, upon their
empathic responses. For instance, the negative relief theory [Baumann et al. 1981] suggests
that helping behaviours can reduce negative states of its actor.

Empathy and Prosociality in the Interaction with SlAs
Within the multitude of environmental factors that can have an impact on the interaction with
technology, empathy and prosociality seem to be gaining increasingly more relevance. At the
same time, the use of SIAs is now more widespread, as online virtual interactions turn ever
more common, virtual characters begin to be used more and more in different applications,
and social robots start to gain terrain as actors in our daily activities. As such the question
of if and how these SIAs interact and affect people’s behaviours, both in real-life and virtual
scenarios, has received a considerable amount of attention recently.

While in the previous section we delved into the internal computational mechanisms that
are required for empathic and prosocial SIAs, in this section, we consider how empathic and
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prosocial interactions between humans and SIAs unfold (see Figure 11.2). So, we will discuss
some of the issues underpinning the different factors that affect the emergence of empathic
and prosocial responses in the interaction between humans and SIAs.

Research and application scenarios

The concept of prosociality is important in many fields of psychology, biology and economics,
as it underlines many behaviours that are central components of our daily lives and have
important effects on how we behave towards each other and towards the society in general.
For this reason, the search for the causes or antecedents that explain why people choose to act
prosocially, and what conditions facilitate that choice, has a long and fascinating history, that
gathers the multi-disciplinary contributions of many scientists and yields many interesting
results. As such, many studies have attempted to determine the factors that influence human
prosociality not only in human-human scenarios but also towards the agents and towards
other humans in virtual spaces. Studies in this area make use of an array of social games or
dilemmas to model important aspects of social interaction and prosocial behaviours, such
as the Prisoner’s Dilemma, Trust Game [Berg et al. 1995] or Public Goods Games (see
[Gotts et al. 2003] [Dawes 1980] and [Van Lange et al. 2013]). Social dilemmas can be
broadly defined as situations in which short-term self-interest is at odds with longer-term
collective interests [Van Lange et al. 2013], and they are particularly important as research
settings to explore the strategic interactions between agents. In the context of social and
prosocial interaction studies, they have been widely used given that they usually present a
scenario in which participants are asked to decide between taking a selfish course of action,
that serves their own immediate interest, or a prosocial course of action, that serves the
collective interests. The flexibility and widespread use of these games have allowed for the
emergence of a vast, interdisciplinary body of research (see [Berg et al. 1995] [Sally 1995]
[Tavoni et al. 2011]) [Rand et al. 2012] [Rand and Nowak 2013]), that has, to some extent,
provided counter-evidence to the thesis of Homo Economicus (i.e. the argument that people
are mostly guided by external, selfish individualistic interests) [Gotts et al. 2003]. In addition,
these research settings grow in relevance as they can be used to represent and model several
collective, complex group situations, that are often dependent of the actions of large groups
of independent agents (e.g., climate change or resource depletion) [Gotts et al. 2003] and
humans, as will be discussed in Section 11.5. Furthermore, this type of scenarios constitutes
a basis for the study of what are the characteristics (e.g., behaviour, embodiment) of social
agents that can be manipulated to foster prosocial behaviour.

Despite the widespread use of social dilemmas as settings for studying empathy and proso-
ciality, they are nevertheless artefacts where the complexity of real-world cases is reduced,
allowing for researchers to pinpoint the exact elements to study and draw conclusions from
very controlled situations. However, they are often too simple for real-world applications.
Real-world scenarios are messier and involve many more variables, but SIAs may offer the
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potential for change in real-life interactions with humans. As examples consider the use of a
SIA acting as an empathic virtual nurse to promote behaviour change in health-related issues
[Bickmore and Picard 2005], or the recent work by Morris et. al. [Morris et al. 2018] that
created an empathic conversational agent to help people with mental health problems. In fact,
health and education are application domains where the use of empathic SIAs has been quite
prominent. In the particular case of education applications, SIAs can be used in several topics
and for distinct target users. For example, the TARDIS system is an example where a SIA
is used to coach young adults in the context of job interviews [Anderson et al. 2013]. SIAs
have also been used in a game CRYSTAL ISLAND in the domain of microbiology for middle
school students interviews [Sabourin et al. 2011] or embodied as robots exhibiting aspects em-
pathy processes to train children and adolescents to understand geography and sustainability
[Castellano et al. 2013] [Alves-Oliveira et al. 2019]. In fact, agents can also be used to foster
the development of prosocial skills, and many interventions aimed at triggering prosociality
have been developed in the past few years, with varying degrees of success [Goldstein et al.
1994, Leiberg et al. 2011, Lukinova and Myagkov 2016, Schellenberg et al. 2015]. Some of
these interventions have become technology-based [Ibrahim and Ang 2018] opening doors for
real world cases for SIAs. Some of these interventions are discrete in time and highly targeted
at providing intentional prosocial training (e.g., [Lukinova and Myagkov 2016], where oth-
ers seek to invoke prosocial skills in a more continuous manner through the interaction with
computerized agents. In addition, as demonstrated by the study conducted by Kozlov and Jo-
hansen [Kozlov and Johansen 2010], prosocial behaviours in virtual environments seem to
obey to the same influences as prosocial behaviour in real-life environments. That is, virtual
environments constitute a good setting to explore some of the human-to-human studies on
empathy and prosociality. For example, the existence of a large group of bystanders and the
imposition of time constraints to help both seem to hinder participants’ helping behaviours
towards virtual agents [Kozlov and Johansen 2010]. This transference of the psychological
determinants of prosocial behaviour and the subsequent prosocial responses within virtual en-
vironments (and towards social agents) falls in line with the predictions of the media equation
theory [Reeves and Nass 1996], which broadly states that technology that can elicit social
responses from humans, similar to those elicited by other humans the same social situations.
These can include, much like in-person prosocial behaviour, user-related variables (such as
personality [Graziano et al. 2007, Habashi et al. 2016, Hilbig et al. 2014, Pursell et al. 2008],
dispositional compassion and empathy [Lim and DeSteno 2016, Lupoli et al. 2017, Rameson
et al. 2012] or emotions [Batson 2014]), virtual environment-related variables (such as the
presence of bystanders [King et al. 2008, Kozlov and Johansen 2010, Slater et al. 2013]) and
agent-related variables (such as ethnicity [Gamberini et al. 2015] and gaze behaviour [Slater
et al. 2013]).

In other words, exposure to prosocial content in virtual environments (often with the
presence of SIAs) is expected to have both short-term (e.g., by increasing positive affect
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[Saleem et al. 2012]) and long-term impacts (e.g., through changes in trait empathy [Prot
et al. 2014]) in people’s prosocial behaviours, motivations and tendencies [Coyne et al.
2018]. For example, Gentile demonstrated that repeated engagement with prosocial games
can result in players transferring and generalizing prosocial motivations in real-life scenarios
that are similar to those presented in the game, consequently resulting in greater helpful and
cooperative behaviours [Gentile et al. 2009]. This effect seems to be culturally robust and to
remain stable across different age ranges and levels of exposure (long-term and short-term)
[Gentile et al. 2009, Greitemeyer and Miigge 2014, Saleem et al. 2012]. Recently Ferreira et
a. [Ferreira et al. 2020b] examined whether experiencing a multiplayer serious game could
foster cognitive empathy and prosociality in adolescent bystanders of cyberbullying (see
Figure 11.5). The game uses SIAs acting as victims, bullies and bystanders in the game,
and the results suggest an effect in increasing prosociality when compared with a control
group. In a similar context the FearNot! game [Aylett et al. 2005] was developed to foster
empathy towards a victim of bullying and promote behaviour change (see Figure 11.5). The
game, featuring SIAs in a storytelling environment was designed to help children experience
effective strategies for dealing with bullying. The results of a large scale evaluation showed
a short-term effect on escaping victimization for a priori identified victims [Sapouna et al.
2010].

Indeed, studies using virtual reality as a method to create more lifelike and ecological valid
scenarios to observe prosocial behaviour, suggest that prosociality can be elicited through a
number of factors. For example, one study that manipulated the affordances (super-hero flight
or riding as a passenger in a helicopter) given to players in the context of a simulated search
and rescue activity, showed that participants given a super-power were more likely to engage
in real-life prosocial behaviour immediately after the study [Rosenberg et al. 2013]. These
results are in line with previous studies priming super-hero concepts to influence prosocial
behaviour, which have found that priming was effective not only at increasing participants’
immediate likelihood of helping in hypothetical situations, but also their engagement in
prosocial activities (specifically, volunteering) three months after [Nelson and Norton 2005].

Given the distinct research scenarios and different areas that take advantage of SIAs to
support learning or promote of prosocial behaviours and attitudes, the question that arises is
what specific factors can contribute to elicit such behaviours a still needs further development.

Agent’s characteristics, empathy, prosocial outcomes and measures

Although research on prosociality in the context of SIA is still quite new, many studies have
already been conducted to investigate which agents’ characteristics can impact empathic
responses from users and nudge them towards prosocial courses of action. In fact, some
studies have shown that empathy in SIAs seems to have a positive impact in cooperation and
prosocial behaviour, a result that is in line with the empathy-altruism hypothesis [Baumann
et al. 1981]. Nevertheless, in agents the display of empathy requires the agent to be able
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to recognize or modulate the user’s emotional state, at a given time, or as a response to a
given situation; and to be able to communicate effectively in response [Paiva et al. 2017].
This effective communication might include both the agent’s ability to convey its emotions
through some “embodiment”. In addition, some studies have suggested that the embodiment
or appearance of the socially interactive agent can have affect on how users respond to
it. However, SIAs can be embodied in many different ways. They can be portrayed as a
3D virtual character in a virtual world; as a 2D character on a screen; as a conversational
system such as Alexa; disembodied like Cortana or Siri; or even physically embodied as a
very realistic social robot like Erica [Glas et al. 2016]. This wide variety of embodiment
possibilities leads us to question if the degree of the embodiment may act just as a mere
facilitator of the social interaction, or have some impact on the empathic responses as well
as prosocial actions by people interacting with them. In fact, we may question if a physical
body is better than a virtual, or no body at all for the SIA. In a study by Seo et. al. [Seo et al.
2015] empathy responses to a physical or a virtual “robot” were compared. The main question
addressed was: how do people empathize with a physical or a virtual (simulated) robot when
something bad happens to it. The results reported suggest that people may empathize more
with a physical robot than a virtual one. Indeed it has been shown that empathy display may
lead to improved interpersonal relations, with users who consider an empathic robot more
as a friend in comparison to a robot not displaying that feature [Pereira et al. 2010]. In a
recent study comparing embodied agents (a robot) versus disembodied ones, people interacted
with a prosocial agent and a selfish agent in a variant of a public goods game [Correia et al.
2020] (see picture 11.6 for the illustration of the robotic embodiment in this study). The
study showed that when the agents were “disembodied”, prosocial agents were rated more
positively and selfish agents rated more negatively, which is what one would expect. However,
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Figure 11.6 Example of robotic embodiment: EMYS from [Correia et al. 2020].

when agents were “embodied” this effect did not occur, which means that although the social
aspects achieved by embodiment can positively affect the emotional responses to agents (as is
usually the case), the "embodiment” itself may mask selfish behaviours from the agents. That
is, embodied affordances of the agents seem to lead people to consider additional aspects
during the interaction, and the behaviour itself, such as acting selfishly, becomes less salient
when compared with other features associated with embodiment. Thus, the “type” as well
as the existence of embodiment in SIAs matter in prosocial contexts [Correia et al. 2020].
Surprisingly, robots that display lower levels of human resemblance seem to be more effective
at triggering prosocial behaviours from their human users [De Kleijn et al. 2019]. The study
reported in [De Kleijn et al. 2019] suggests that, although appearance might have an effect on
fairness, it nevertheless fails to affect prosocial behaviour. Other studies looking at prosocial
behaviour in the context of HRI, have used a variety of different robots, making their results
hard to compare and leaving the issue of embodiment still largely unresolved. A few authors
have, however, already developed social robots especially for this purpose [Sarabia et al. 2013]
showing Dona [Kim et al. 2010]), a robot developed for the purpose of collecting money from
kind passersby to donate it to charity.

Designing social agents that can successfully exhibit and evoke empathy (and the resulting
prosocial outcomes) requires paying special attention to various factors: such as the charac-
teristics of the agent (e.g., its embodiment, or physical appearance- see Chapter 4 of this book
[McDonnell and Mutlu 2020]), the dialogue that the agent is able to establish, the social and
emotional responses, the non-verbal behaviours, the characteristics of the user, the details of
the situation and the mechanisms and modulation processes that can affect the empathic re-
sponse (e.g. degree of familiarity with the agent, signaling of the need for help, prior social
relation with the users) [Paiva et al. 2017].

In fact, emotions have been shown to positively impact prosocial behaviour towards social
agents, including context-based amalgamations of positive and negative emotions, such as
gratitude (expressed when both the human and the social agent cooperate), shame or guilt
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(expressed when the social agent defects) or anger (expressed when the human agent defects)
(e.g., [De Melo et al. 2009, 2010]). In particular, the display of context-based emotions aligned
with prosocial motivations by a social agent, seems to have a positive role in prosociality
by increasing the participant’s level of trust in the agent [Riegelsberger et al. 2003] and
perceived likability [StraBmann et al. 2018], although more research on these mechanisms
is needed before reaching a final verdict. Research comparing the effect of context-based
emotions in prosociality and cooperation between virtual agents controlled by humans (i.e.
avatars) versus agents controlled by algorithms yields similar results according to the type
of emotion displayed, with the expression of cooperative intentions by the agents having a
superior effect in cooperative behaviour towards avatars (compared to virtual agents), but
with signaled competition intentions resulting in similar competitive behaviour towards both
avatars and virtual agents [de Melo et al. 2018].

In social robotics, the display or priming of emotions by a social robot also seems to be
an important factor to determine both how the robot is perceived and how users respond to it.
For example, when a robot starts off the conversation by making a remark related to emotions
(rather than related to an object), users are more likely to follow its directions and answer
its requests [Imai and Narumi 2004]. In addition, the display of emotion can also modulate
the effect of empathy on prosocial behaviour. For example, in a study by Kim and colleagues
[Kim et al. 2009], a display of negative emotions by a robot, after receiving a penalty for
failing a task, can result in empathy towards the robot, with some participants choosing to
suffer the penalty in place of the robot. Having a robot displaying empathy or concern for
others can also have a positive effect on the users’ intention to engage in prosocial behaviour,
as demonstrated in a study conducted by Hayes and colleagues, in which the robot either
displayed concern for itself or its’ programmer while petitioning the human participant to
sacrifice his/hers performance in a competitive task [Hayes et al. 2014]. The authors observed
that participants were more likely to help the robot when it displayed concern for others than
when it was egotistically motivated and that the level of empathy felt towards the robot was a
predictor of the users’ likelihood of offering assistance to the robot.

One of the important factors that influence prosociality is the agent’s own behaviour during
the interaction. This is particularly relevant in scenarios with social dilemmas where the
interactions seem to require a certain level of reciprocity or interactive consideration of the
other player’s strategy [StraBmann et al. 2018]. However, the behaviour of an agent after a
prosocial (or antisocial) decision can also influence the user’s subsequent actions towards
the agent. For example, when the agent does not cooperate, studies have found that negative
responses (decreased trust) from the user can be diminished when the virtual agent blushes
[Dijk et al. 2011]. Similarly, the non-verbal behaviour adopted by the robot can also help
the SIA to evoke prosocial behaviour. For example, one study demonstrated that receiving a
reciprocal hug from a robot might lead individuals to donate more money to charity [Shiomi
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et al. 2017]. Another study, found a tendency for participants to help a robot complete a task
more often after the robot introduced itself with a handshake [Avelino et al. 2018].

Some research also suggests that the goal-orientation manifested by the social agent (i.e.
cooperative vs. selfish) can have a positive effect on the participant’s own goal orientation, in
the context social dilemmas [de Melo et al. 2013, Kulms et al. 2014]. In particular, people are
more likely to exhibit cooperative behaviour, guided by the collective profit, when the virtual
agent displays similar behaviour, whether that expression is objective (e.g., demonstrated or
stated through verbal utterances) or subjective (e.g., demonstrated by the agent’s behaviour
[de Melo et al. 2013]), which falls in line with social psychology predictions about the role
of social values orientations (for a review, see [Bogaert et al. 2008]). Similarly, agents who
display cooperative or prosocial emotions are also more likely to evoke prosocial behaviour in
social dilemmas, in some cases, regardless of the actual game strategy employed by the agent
[De Melo et al. 2010]. Some authors suggest that the interdependence of agents’ roles (in this
case human and SIA) should also be taken into consideration, however research in this area is
still insufficient to draw conclusion [Vasquez and Weretka 2019].

Towards prosociality in populations with Socially Interactive
Agents

So far, we have read that specific agent architectures can be handily implemented to cre-
ate SIAs that interact with humans, through empathic processing and providing empathic
responses. Those goals can be achieved, respectively, through empathy mechanisms, modu-
lation and responses (Sect. 11.3). We have also pointed out that SIAs can trigger altruism in
social contexts, which is evidenced by experiments resorting to social dilemmas and economic
games involving humans and agents in both physical and virtual environments (Sect. 11.4).
Social agents’ embodiment, empathy, personality and emotion expression were pointed to
positively impact prosociality. Beyond single and short-term interactions (see Chapter 19 on
long-term interactions [Kory-Westlund et al. 2020]), a question, however, remains: how can
empathic SIAs, embedded in dynamic populations of humans and agents, be used to trigger
and stabilize long-term prosociality? In this section we build on the works pointed previously
to speculate about the role of SIAs in sustaining prosocial populations of humans and social
agents [Paiva et al. 2018]. As defined above, prosocial behaviour can be defined as behaviours
that intend to benefit one or more people other than the self. Here, we will mainly focus on
prosocial behaviour that involves a cost to the actor — that is, altruistic cooperation — as these
acts are particularly hard to trigger. Hopefully, reducing the costs involved in altruism will
further facilitate prosocial action. We will discuss SIAs through the lens of evolutionary game
theory [Weibull 1997], emphasizing populations and whether certain behaviour can evolve
and become evolutionary stable. Within that framework, we will reason about how SIAs can
be used to operationalize several cooperation mechanisms [Nowak 2006] pointed out to guar-
antee the stability of altruistic strategies in social dilemmas.
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We envision scenarios in which SIAs can work as instruments to leverage long-term
prosociality. To do that, we will discuss the behaviours (strategies) of the agents and discuss
four possible classes of agents, with increasing complexity and given the function that they
may play in social interactions: 1) resilient agents; 2) reciprocal agents; 3) information-
sharing agents and 4) emotional-signaling agents. As will be noted, research on SIAs (done
in the past 20 years and hopefully in the future) plays a vital role in designing all classes
of agents encompassing empathy mechanisms, modulation and responses, and supported by
tools such as automated learning, planning, verbal communication, emotional expression and
emotional recognition. All these domains are likely to fundamentally impact the design of
hybrid populations of (prosocial) socially interactive agents.

Resilient agents

One of the positive effects of SIAs can simply accrue from revealing a fixed prosocial
behaviour over time. A agent that acts systematically the same way showing the others its
prosocial behaviour. We call these resilient agents. These are, naturally, some of the simplest
agents one can think of. In fact, no sophisticated agent architecture is needed to generate
such type of behaviour. However, in the context of a population, having a fixed behaviour
can affect the overall population dynamics in at least two ways. First, a small fraction of
prosocial agents may suffice to reach a critical mass of cooperators above which a population
can self-organize towards full cooperation. Second, the existence of agents reveling a fixed
prosocial behaviour can incentive others to follow a similar strategy, thus triggering cascades
of cooperation through conformist learning or social contagion.

Regarding the first point, we shall refer some previous works that show, precisely, how
fixed behaviour can trigger long-term prosociality in a population. Pacheco et al. showed that,
in a population of adaptive agents, the existence of a small fraction of obstinate cooperators —
defined as those who never change their behaviour over time — is able to change the evolution-
ary dynamics of a population towards the co-existence of a majority of cooperators [Pacheco
and Santos 2011]. The igniting effect of resilient cooperators can be extended to interactions
that entail coordination dynamics. Take the example of situations in which a minimal fraction
of cooperators is required to achieve a collective goal — a dilemma said to capture the perils of
climate change negotiations or simpler mundane tasks such as taking part in a band or team
project [Santos et al. 2020]. In those dilemmas, a minimal fraction of cooperators may facili-
tate collective success and, as such, provide extra incentives for cooperation. Resilient agents
may contribute to reaching such thresholds. In the flavour of simple agents contributing to po-
tentiate human coordination, Shirado et al. showed that simple artificial agents with random
behaviour, placed in central locations of a social network, can facilitate coordination in hu-
man groups [Shirado and Christakis 2017]. Several contexts where cooperation requires extra
incentives, however, may not configure the coordination dilemma that resilient unconditional
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agents may be suitable to solve. More complex interaction paradigms require more complex
agents that make better use of the current capabilities of the SIAs (see below).

Regarding the potential effects of resilient agents through social contagion, we shall refer
that imitation was suggested as a relevant enabler of cooperation evolution in humans, leading
to cascades of cooperation [Fowler and Christakis 2010]. Experiments by Fowler et al. show
that individuals who cooperate tend to influence positively the cooperation level of individuals
up to three degrees of separation — that is, a cooperator contributes to increasing the chances
that a (1) direct friend, (2) a friend of that friend and (3) a friend of a friend of a friend
also cooperate. This reveals the potential overreaching effect that an agent with a prosocial
behaviour can have in a networked population. In general, the prospective benefits of resilient
prosocial agents is highlighted by works showing that, in human social networks, altruist
individuals tend to be connected with altruist neighbors [Leider et al. 2009]. We shall also
mention that conformism — i.e., adopting the most common behaviour in a population — is
a form of learning also pointed as fundamental in the evolution of cooperation in human
societies [Guzman et al. 2007]. In situations where humans resort to conformism to adapt
their behaviour, yet again, observing prosocial agents may increase the chances of behaving
altruistically, due to the increase of prosocial models to conform with. As far as we know,
it remains an open question knowing whether contagious or conformist cooperation from
virtual or robotic agents to humans has similar characteristics as those observed in human
social network — e.g., three degrees of separation in positive influence — and which social
capabilities are required by the former for that purpose.

One may question however, if these agents are actually SIAs, or agents at all. We however
believe that in this context, the term agent and SIA can and should be used to represent the
automatic artificial entities that will exist in a society, allowing us to simulate the effects of
different behaviours and thus analyse at a macro-level the emergence of prosociality in hybrid
societies of humans and technology.

Reciprocal agents

Reciprocal agents introduce a layer of complexity when compared with resilient (uncondi-
tional) agents. These agents have memory, are able to recognize their peers’ strategies and
respond accordingly. Reciprocity (namely direct reciprocity) is known as an important coop-
eration mechanism [Nowak 2006]. Tit-for-Tat (TFT) is a prototypical example of strategy that
can be used by these agents and sustain high levels of cooperation, as identified by Axelrod
and Rapoport in the 80s [Axelrod and Hamilton 1981]. This strategy postulates that, in the
context of repeated altruistic interactions, individuals should start by cooperating and defect
after an opponent defects. If a significant number of TFT agents are introduced in a popu-
lation, cooperation is able to be stabilized [Imhof et al. 2005]. As a result, a certain fraction
of artificial agents, with a judicious choice of reciprocal behaviour, may render cooperation a
stable strategy in a population of humans and agents. More recently, Mao et. showed that, in
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fact, a small fraction of reciprocal agents with a resilient behaviour — that cooperate until an
opponent defects, always defecting afterwards, a strategy also coined Grimm Trigger — is able
to significantly increase cooperation levels in a population at large [Mao et al. 2017].

Interactions in the real-world are not constrained to pairwise interactions, where agents de-
cide to cooperate or not with a single opponent. In the context of multiplayer interactions, the
decision-making principles encapsulated in TFT can be extended to account for information
about a distribution of strategies in a group [Hilbe et al. 2017, Pinheiro et al. 2014]. Also,
in scenarios where a critical number of pro-social agents is needed for a collective goal to be
achieved, reciprocal agents can be employed to sustain cooperation. In this context, reciprocal
agents can use information about their own strategy, on top of information about opponents’
previous strategies. Recent work shows that high levels of cooperation and group success can
be achieved if agents reciprocate based on their success history and on the strategies antici-
pated to be played by the others in a group [Santos et al. 2020]. In the context of multiplayer
ultimatum games, it was also shown that a small fraction resilient prosocial agents — that give
up their payoff to sustain fair outcomes when sharing a given resource — can significantly alter
the dynamics in a population of adaptive agents, such that prosocial strategies become stable
and prevalent in the long-run [Santos et al. 2019].

We foresee research on empathy and prosociality in SIA being employed in the context of
reciprocal agents along, at least, two lines: First of all, empathy mechanisms — as introduced
in Sect. 11.3 — are required so that agents are able to recognize others’ emotions, goals
and intentions. As we have just read, anticipating the intentions of agents in the context
of cooperation dilemmas is central to devise conditional strategies that effectively support
prosociality. Recent works stress that individuals’ behaviour can be anticipated through non-
verbal expressions, which allows anticipating humans’ reaction to negotiation offers [Park
et al. 2013]. Naturally, besides being able to recognize the prosocial intentions of their
opponents, STA can use empathic response channels (also alluded to in Sect. 11.3) to convey
their intention to humans, so that the latter can themselves reciprocate. The usage of empathy
mechanisms and empathy responses is particularly important in situations where information
about the past behaviour of individuals cannot be directly accessed, either because information
is not accessible or reliable, or because individuals are interacting for the first time with
a specific SIA. Second, research on SIAs, again in the area of empathy mechanisms and
user modelling, can prove fundamental in developing agents that avoid getting stuck in
long defection periods, after erroneous moves by humans or other agents. One well-known
drawback of TFT, when a population at large is using it, is the inability to recover from errors
when an isolated defection move (possibly done by mistake of misinterpreted) is done. If
this occurs, an opponent using TFT will also defect, which will lead to a subsequent wave
of defections. Alternative strategies, such as the Win Stay Lose Shift [Nowak and Sigmund
1993] or Tit-for-two-Tats (TF2T) [Axelrod and Hamilton 1981] were proposed, precisely, to
help solving this drawback — introducing others, such as, in the case of TF2T, being prone to
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exploitability by more aggressive strategies. In this realm, SIAs can be used to devise agents
that successfully convey their real intentions, thus avoiding incurring in loops of defection
after a mistake. Likewise, a SIA can be used to recognize errors by other humans or agents,
thus being forgiving while remaining non-exploitable. In this context, research on having
artificial agents justifying their erroneous moves [Correia et al. 2018a] may provide important
advances.

Information-sharing agents
Increasing, once again, the complexity of the considered agents, we foresee the potential
benefits of employing SIAs to interact with humans being able to keep memory about others in
a population, recognize interactions and share information about interacting individuals. We
call these information-sharing agents. The information obtained and shared can be the result of
internal mechanisms as discussed previously. In the context of hybrid populations of humans
and artificial agents, such SIAs can handily be used in the context of reputations systems
[Resnick et al. 2000, Sabater and Sierra 2005] and indirect reciprocity [Nowak and Sigmund
1998], particularly in situations where it is costly for humans to share such information
about others [Santos et al. 2018a]. Systems of indirect reciprocity occur when individuals
discriminate their actions based on what peers did to others, in the past. The simplest indirect
reciprocity systems, build upon the concept of image score [Nowak and Sigmund 1998],
occur when individuals cooperate, consequently gaining a positive reputation. Others will
then use that reputational uplift to cooperate back. We shall note that these simple reputations
systems support a myriad of e-commerce and economy sharing platforms. More complex
indirect reciprocity systems — in which altruistic cooperation can become prevalent over time —
consider that, for example, reputations are attributed based on the reputation of the individual
cooperating and the reputation historic of the individual being helped [Santos et al. 2018b].
In this context, a SIA would need to keep a record of the interacting individuals’ reputations,
identify the valence of the employed action, and attribute a new reputation based on a given
reputation update rule (for example, a rule stating that if an individual with a bad reputation
helps an opponent with a good reputation, the helping individual deserves to recover a good
reputation). After this process, agents would need to share the new information about the
observed individuals, to other SIAs or, potentially, humans. If information about interacting
individuals is not readily available or can only be accessed with a high degree of noise,
SIAs might be called to identify the intentions of individuals through emotion recognition
technologies. Likewise, the reputations of interacting individuals might be communicated
through numerical scores, natural language, but also emotion expression (e.g., revealing an
angry face whenever an individual deserves a bad reputation).

An insightful connection between empathy and the evolution of cooperation was recently
suggested, again in the context of indirect reciprocity systems [Radzvilavicius et al. 2019]. In
these systems, one rule to attribute reputations — named stern-judging [Pacheco et al. 2006]
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— was shown to combine simplicity with high cooperation levels, guaranteeing the stability
of altruism in populations with different sizes and composed by agents with simple cognitive
abilities [Santos et al. 2018b]. Stern-judging states that agents should be considered good
when they cooperate with a good opponent or defect with a bad opponent; all else being
considered bad. While this norm promotes high levels of cooperation whenever reputations
are able to spread fast in a population and become public (e.g., though gossip), there are some
drawbacks when considering private reputations. In particular, two individuals may disagree
on how they regard a third peer, and these incongruities can hamper cooperation when stern-
judging is the reputation rule prevailing in a population [Hilbe et al. 2018]. Radzvilavicius
et al. showed that, in this case, cooperation requires empathic individuals. In [Radzvilavicius
et al. 2019], the authors suggest that, when one individual A is judging the behaviour of
an individual B (after B plays against a third individual, C) then A can use information in
an empathic or egocentric fashion: agent A will be empathic when she places herself in the
position of B, taking into account the intentions of B in order to judge her behaviour; in this
regard, even if A and B have a different opinion over C, A will use the information that B had.
On the other hand, agent A will be egocentric when judging B without considering that B can
potentially have a different opinion on C (differing from the opinion of A). Radzvilavicius et
al. show, mathematically, how empathy can open new routes for the stability of prosociality,
in populations of adaptive agents.

Yet again, tools developed to build SIAs, specifically concerning empathy mechanisms, can
be handily used to create agents that judge others and share information in an empathic way
at a large scale, thus rendering altruism stable in a population. Particularly, an open question
in this context relates to understanding which mechanisms enable individuals to know how
another agents’ reputation is perceived by others [Masuda and Santos 2019]. We believe that
solutions for this challenge may be inspired by emotional expression and communication that
characterizes SIAs. On the other hand, many of the techniques and tools used to model large
populations of disembodied agents can also influence the design and creation of SIAs.

Emotion-signalling agents

Finally, and for the purpose of simulating these societies of agents and humans, we foresee
potential benefits in designing emotional or social-signalling agents. These are agents that,
on top of having the ability to discriminate based on pre-play signals of their opponents, are
themselves able to communicate their intention before (and after) an interaction, resorting to
social signals such as emotional expression.

First, let us introduce the relation between signalling, economic games and (altruistic)
prosociality. In coordination games with multiple equilibria, arbitrary signals can disrupt the
equilibrium of payoff inferior strategies — that is, strategies that constitute a stable equilibrium
yet lead to lower payoffs than other stable strategies [Robson 1990]. Let us say that strategy
A is a payoff inferior strategy and strategy B is a payoff superior strategy. In a population
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fully composed by individuals playing strategy A or strategy B, no mutant strategy can invade
and fixate (respectively, mutant strategy B or mutant strategy A). This means that strategy A
can be stable despite the fact that it leads to lower payoffs than B. The stability of strategy
A can however be disrupted by arbitrary signals. This can occur through so-called secret
handshakes: we can conceive a third strategy, C, that develops a signal only recognized by
other individuals adopting C; this strategy will behave as strategy B whenever encountering
someone also signalling and will behave as strategy A otherwise. C will invade a population
fully composed by the (payoff inferior) strategy A, thus leading to payoff superior outcomes.

Signaling suggests an idyllic scenario in coordination games. One can then speculate if
the same mechanisms can be used in cooperation scenarios, assuming that cooperators can
signal their cooperative intentions (for example by smiling) and only cooperate with those
that also signal. In the case of altruistic cooperation — which leads to prisoner’s dilemma
type of interactions — there is a catch, however: defectors, i.e. those refusing to take prosocial
(altruist) actions, can learn how to fake the signals sustaining cooperation. A population fully
composed by cooperators that emit an arbitrary signal before playing, and only cooperate with
those using the same signal, can be easily exploited by defectors that use the same signal as
cooperators. The interrelation of signaling and cooperation is for long known [Robson 1990].
More recent models, however, show that even if cooperation cannot be stabilized through
signaling, the possibility that multiple signals can be used allows cooperation to still become
prevalent over time [Santos et al. 2011]. The more signals available, the better, and SIAs are
indeed agents that use social signals to communicate.

The advantages and limitations of signaling in sustaining cooperation within populations
can again illuminate, in our opinion, some future applications of SIAs. As mentioned before,
emotion expression (see Sect. 11.3.4) can be conceived a sophisticated form of pre-play sig-
naling. Thus, on the one hand, emotion expression can disrupt defective equilibria and trigger
the evolution of prosocial (altruist) actions. On the other hand, novel emotion recognition
tools can allow the implementation of improved ways of anticipating the trustworthiness of
expressed signals [Lucas et al. 2016], which can contribute to alleviate the biggest peril of
signaling: the possibility that malicious agents fake signals and exploit cooperators.

Environment and networks

So far, we discussed the potential role of SIAs at different levels without placing too much
emphasis on environment characteristics where human-agent interactions take place. In Sec-
tion 11.4 we discussed the types of scenarios that these agents can be used. At the level of
populations, we should further consider one particular set of important characteristics that are
related to the network topology where individuals interact. At the population level, people to
not interact with everyone. They are arranged in networks. Some networks, particularly those
where individuals are highly heterogeneous in what concerns the number of contacts they
have, were shown to facilitate the evolution of cooperation [Santos and Pacheco 2005]. The
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node diversity implied by these networks opens up the possibility of thinking, no only about
designing SIAs taking that into account, but also about where to place them in a network. In
particular, if those networks in the future can have both SIAs and humans in a hybrid popu-
lation. Future approaches may combine particular SIAs architectures with knowledge about
centrality measures of the network positions where those networks should be deployed.

Summary and Current Challenges

In this chapter we explored how to create socially interactive agents (SIAs) that not only
exhibit empathy, but evoke empathy from others, and, as a consequence, foster prosocial
behaviour. Before investigating the approaches to build such agents we started by clarifying
some of the major concepts in empathic and prosocial agents, having established a framework
for thinking, studying and engineering these agents. This framework allows reasoning about
the key elements that agents should include to behave prosocially, or trigger prosociality in
interaction groups or populations at large. Then, we analysed SIAs at three different levels.
At the micro-level, we discussed the computational mechanisms that are needed to build
empathic and prosocial SIAs. we review models and architectures that agents can include to
be prosocial, and we elaborate on the different approaches that have been taken by researchers
in the field. Then we delved more deeply into how empathic and prosocial SIAs interact with
humans and the effects that such type of interactions have. Finally, we investigated how these
SIAs can be embedded into a large society and explored empathy and prosociality at that
macro, societal level. We believe that this last step is critical to bring humans and agents
together in large hybrid groups, and that studying how empathy and prosociality in such
agents will allow us to face particular societal challenges, such as inequality, tribalism and
sustainability.

Naturally, several challenges lie ahead, in the route to 1) design, 2) deploy and 3) evaluate
SIAs that promote prosociality in the real world.

There are natural challenges associated with the deployment of such technologies. Fore-
most, individuals may have concerns about being influenced by technological artefacts. One
may as well remember the Facebook emotional contagion experiment [Kramer et al. 2014]
and the ethical debates it prompted [Fiske and Hauser 2014, Verma 2014]. In fact, nudging
individuals towards more prosocial behaviours should be done considering high standards of
transparency and privacy concerns. Experiments of such kind should be conducted according
to the close guidance of Institutional Review Boards, and users should be allowed to opt-out
from using the suggested technologies. One should also be clear about how SIAs, intended to
promote prosociality, can be tuned to trigger harmful behaviours; in that case, this technology
should allow for mechanisms that limit its influence.

At the same time, there are several challenges related to designing and deploying SIAs to
trigger prosociality in specific contexts. While here we discuss the potential role of SIAs in
generic situations, we foresee that specific scenarios may call for specific details in SIAs to
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be tuned. The diversity of situations, specially real-world problems, where we envision that
prosocial SIA can be applied to is fascinating. We can think of agents having a real impact in
our society ranging from sustaining environmentally friendly behaviours, that support diver-
sity and helping behaviours towards out-group members, or that promote sharing actions that
mitigate the effects of inequality. As an extra example, SIAs can be used to nudge individu-
als adopting responsible behaviours in the midst of our current COVID pandemic. Wearing
a mask, keeping social distance, refraining from hoarding, avoiding tempting yet crowded
places, help vulnerable people in risk groups, are all behaviours that, even if presenting a
small cost to oneself, are a necessary step to achieve collective success. SIAs can be used to
highlight how such behaviours can become effective (stressing the collective benefits they lead
to) or highlight how others may benefit from them (nurturing empathic concerns in users). In
these particular scenarios, one can foresee immense challenges: To start with, how to incen-
tivize individuals to interact, in the first place, with such SIA? Second, how to design and
deploy SIA in a timely fashion, that makes this technology useful while, at the same time,
guaranteeing that the right amount of effort was placed to design effective agents? How to
know which users should targeted first, in order to achieve fast and actual beneficial outcomes
— again, in a situation so time-sensitive as an ongoing pandemics? How to incentivise mass
usage while making sure that the privacy of each individual is being protected? How to deploy
effective SIAs that comply with international regulations on data protection? These are natu-
ral societal challenges -— beyond the technical ones —- that may lie ahead when deploying
prosocial SIAs.

For centuries, the investigation into human nature has tried to answer whether humans
are primarily good or bad. Fortunately, despite human nature being guided mostly by self-
serving motivations, it is also known that we help each other at our own cost [Paiva et al.
2018]. Empathic and prosocial SIAs can leverage on this characteristic of human nature to
foster prosociality in groups and societies, thus contributing to the establishment of the area
of Prosocial Computing [Paiva et al. 2018].
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