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3.1 Motivation 

Socially interactive agents have now been developed and discussed for more than 20 years. While they have 
aptly been described as a testbed to gain a better understanding of human communication skills, they have 
also always been developed with a view to supporting users by means of helpful applications and 
implementations. In this regard, they have from the beginning raised interest  from a psychological and ethical 
point of view: Here, it soon became apparent that early applications – even when they were not yet very 
sophisticated regarding their interaction abilities – already proofed to be able to elicit social reactions from the 
users. The goal of the chapter therefore is to summarize research on these social effects. While this has already 
been done from a psychological perspective (Krämer, Rosenthal-von der Pütten & Hoffmann, 2015), the 
combination of a psychological and an ethical view is unique to this chapter. 
 
Effects of socially interactive agents can be termed ‘social’ if a participant’s emotional, cognitive, or behavioral 
reactions are similar to reactions shown during interactions with other human beings (for an early review see 
Krämer, 2005) or, in some respect, other animals (e. g. de Waal 2019). A number of studies demonstrate that 
those – actually inappropriate - reactions really do occur, sometimes even without the appearance of a human-
like character. Studies (Fogg & Nass, 1997; Nass et al., 1997; Nass et al., 1994)indicate that in interactions with 
computers politeness phrases are employed, principles of person perception and gender stereotypes apply, 
and liking is triggered in a similar way as within human relationships (computer that ‘flatter’ and give positive 
feedback are evaluated more positive).  
Although the studies suggest that a “rich human presentation” (Nass et al., 1994) is not necessary and 
specifically speech might be sufficient to trigger social reactions (Nass & Moon, 2000), studies suggest that 
intelligent virtual agents (IVA) might be especially prone to lead to social reactions. There is long-standing 
evidence that even subtle social phenomena such as impression management [see e.g. Leary, 1995] are 
prevalent in human agent interaction. When a human-like face is present, participants aim at leaving a 
favourable impression by e.g. choosing a socially desirable TV program (documentary about Albert Einstein 
compared to James Bond movie) (Krämer, Bente & Piesk, 2003) or by presenting themselves in a socially 
desirable way (Sproull et al., 1996). Krämer (2005) showed that IVAs affect the way in which users 
communicate with a TV-VCR system. When an IVA is visible instead of a graphical user interface or a user 
interface with speech output, users address the system significantly more often using natural speech rather 
than using a remote control. Additional qualitative analyses of the semantic content of all speech acts indicate 
that users seem to have a more human-like attitude and behavior towards the system when it is represented 
by an anthropomorphic agent. 
Similarly, Hoffmann, Krämer, Lam-Chi and Kopp (2009) replicated the politeness experiment of Nass et al. 
(1999) with an IVA. Participants had to evaluate the IVA Max (at Bielefeld University) after a short interaction, 
whereby the questioning was either conducted by Max itself, a paper-and-pencil questionnaire in the same 
room, or a paper-and-pencil questionnaire in a separate room. The results showed that participants were more 
polite, i.e. provided better evaluations of Max’s competence when Max itself asked for its evaluation, 
compared to the questionnaire in the same room. However, no significant difference was observed compared 
to the questionnaire in a separate room.  

 



 

 

It should be noted that not all studies analyzing people´s reactions towards artificial entities found social 
effects in the manner and to the extent which was demonstrated in the CASA (Computers are Social Actors; 
Nass et al., 1994) studies and their follow-ups with embodied agents. Based on their criticism that the setting in 
the CASA studies focused too narrowly on the computer asking for evaluation rather than allowing for and 
assessing actual interaction, Shechtman and Horowitz (2003) conducted an experiment in which they analyzed 
the actual conversational discourse and – in order to address a second shortcoming of the CASA approach – 
added an experimental condition in which the interlocutor was announced to be human. Within the CASA 
approach, the authors frequently conclude that the behavior towards a computer is the same as that towards 
fellow humans, although this is not tested directly. In their study, Shechtman and Horowitz (2003) discovered 
as a result of the conversational analysis that human-human interaction is indeed different from human-
computer interaction. When participants thought that their partner was human, they, for instance, used more 
words, spent more time and used more relationship statements. 
 
Despite these findings, further studies more compellingly show that people indeed unconsciously react in social 
ways when confronted with an IVA: Krämer, Kopp, Becker-Asano, and Sommer (2013) demonstrate that people 
mimic the smiling behavior of a virtual agent. Mimicry is a widely cited phenomenon of human-human 
communication that has been shown to be especially indicative of the sociality of the situation. In a between-
subjects design, participants conducted an eight-minute small-talk conversation with an agent that either did 
not smile, showed occasional smiles, or displayed frequent smiles. Results show that the human interaction 
partners themselves smiled for longer when the agent was smiling. Interestingly, the smiling activity did not 
have an impact on people´s evaluation of the agent, and nor were they able to reliably indicate whether the 
agent had smiled and whether this was occasional or frequent. Therefore, it can be concluded that the 
participants´ behavioral reactions were rather unconscious and automatic. Moreover, since mimicry has been 
shown to be indicative of the sociality of the situation, the fact that participants smiled at the agent can be 
seen as evidence that they – at least unconsciously – experienced the situation as social.    
 
It can therefore be summarized that numerous studies yield evidence that artificial entities lead at least partly 
to social effects. From a psychological point of view these results are interesting because when we learn what 
triggers social reactions, we learn something about human nature. In line with this, Parise, Kiesler, Sproull and 
Waters (1999) suggested: „As computer interfaces can display more life-like qualities such as speech output and 
personable characters or agents, it becomes important to understand and assess user´s interaction behavior 
within a social interaction framework rather than only a narrower machine interaction one“ (p. 123).  
 
Given these social reactions and the necessity to understand these new forms of human-machine interactions 
within a social interaction framework, it also became necessary to reflect on these issues from a normative 
stance. Therefore, from the beginning, ethical questions have been raised. Kiesler and Sproull voiced first 
concerns about the tendency to use humanoid interfaces as early as 1996: “Many people want computers to 
be responsive to people. But do we also want people to be responsive to computers?“ (Sproull et al., 1996; p. 
119). With continuously more realistic and human-like machines, these ethical questions have neither been 
solved nor became less important: Human beings are those beings capable of speech, language, crying and 
laughter (Plessner 1970) and thus able to communicate in various modes with each other (i. e. rational, 
emotional, spiritual). It is this capability which characterizes the human species among all others and enables 
human beings to recognize each other as such. Encountering machines capable of human language blurs the 
fundamental distinction between the anthropos zoon logon echon (cf. Aristotle, Politics 1253a, meaning that 
human beings are political beings in an advanced sense due to their capability of speech. Aristotle discerns 
between language, which many animals are capable of, and language which only belongs to human beings.) 
and all the other beings. It poses the fundamental question who or what the ‘speaking machine‘ should be 
recognized as. Furthermore, it should be acknowledged that speech does not only transport information from a 
sender to a receiver, but speech opens a social space accompanied by emotions such as expectations, worries, 
and - more generally spoken - social negotiations. But, who or what is the counterpart in these social 
negotiations?  
Besides the problematic aspect that categories are blurred and the unambiguous assignment to the categories 
“human” or “thing” is no longer possible, another aspect is the question whether the human user is 
manipulated in an undue way. One very basic assumption to feature machines capable of speech is that it 
would enhance the human-machine interaction and thus the productivity. From an ethical point of view this 
seems to be at least questionable. Besides the fact that it is not clear whether efficiency actually increases, it 
should be questioned whether human emotionality should be exploited for purposes like that (cf. Manzeschke 
et al. 2016).  



 

 

 
 
3.2 Models and Approaches 

Based on the first findings on social reactions towards speaking machines and IVAs diverse models have been 
formulated which try to explain the origin of these social reactions (for an earlier summary see Krämer, 
Rosenthal-von der Pütten, & Hoffmann, 2015). The most prominent of them is the media equation approach: 
Reeves and Nass (1996) postulate that individuals treat computers and other artifacts as social actors, and term 
this phenomenon ‘media equation’ (media equals real life). To test this assumption, they conducted numerous 
experiments within the Computers Are Social Actors (CASA) paradigm, in which human subjects had to interact 
with computers. These experiments all followed a similar pattern: Search for a social science finding, replace 
‘human’ with ‘computer’ in the theory statement and method, and observe whether the social rule is still 
observable (Nass et al., 1994). The media equation is considered to be verified when the results resemble the 
findings from interpersonal contexts. 
Different approaches which try to explain social reactions towards non-social artifacts have been mentioned in 
the literature. These approaches can generally be divided into (a) approaches which assume that the reactions 
cannot be considered as truly social as they either result from a deficit on the part of the user or are conscious 
reactions due to demand characteristics of the situation, and (b) approaches which argue that social reactions 
towards artifacts occur unconsciously and are even denied by the human interlocutor (mindlessness, 
ethopoeia, computer as source). Additionally, (c) it has been suggested that social reactions depend on the 
level of assumed agency (Threshold Model of Social Influence). 
 
Approaches which assume that reactions are not truly social 
Early criticism with regard to the CASA study results stated that users who react in a social way must have 
deficits resulting from psychological dysfunctions, young age or lack of experience. However, this can be 
denied, as the participants in the CASA studies were mostly healthy undergraduate students who had extensive 
experience with computers (e.g. Nass et al., 1999; Nass, Fogg, & Moon, 1996). Similarly, the notion that the 
participants assume that they are interacting rather with the programmer than with the computer, i.e. the 
computer is not seen as a source but merely as a medium, has been refuted and rejected based on empirical 
data (Sundar, 1994; Sundar & Nass, 2000). A further explanation that continues to compete against the 
explanations below lies in the assumption that the observable reactions are not really “social” but are merely 
due to demand characteristics of the situation. It is argued that people show ‘as if’ reactions (in the sense that 
people consciously tell themselves that they will talk to the artificial entity as if it were a person) that merely 
occur because appropriate scripts are missing when humans interact with computers (Kiesler & Sproull, 1997). 
However, this assumption can at least be questioned based on some of the results on social reactions which 
obviously happen unconsciously (Krämer et al., 2013). 
 
Approaches which assume that reactions are social and unconscious  
Supporters of the media equation assumption see social reactions to artificial entities as truly social in the 
sense that “People respond socially and naturally to media even though they believe it is not reasonable to do 
so, and even though they don’t think that these responses characterize themselves.” (Reeves & Nass, 1996, 
p. 7). Nass and Moon (2000) suggest using the term ‘ethopoeia’ as an explanation for this unconscious and 
automatic behavior (social reaction) which is inconsistent with one’s conscious opinion (computers do not need 
social treatment). According to this approach, minimal social cues like a human-sounding voice mindlessly (cf. 
Langer, 1989) trigger social responses because humans cannot avoid reacting automatically to social cues. The 
ethopoeia approach is supported by the fact that participants in the studies of Nass et al. obviously did not 
consciously recognize their social behaviors and when they were asked in the debriefing, they stated that they 
did not act socially (e.g. polite) towards the computers and that they believe such behavior to be inappropriate 
(Nass et al., 1999). Studies suggest that social responses to computers are indeed moderated by the extent of 
cognitive busyness (Lee, 2010). Also, it has been demonstrated that anthropomorphism of computers can 
happen mindlessly, leading to the social reactions which have been described (Kim & Sundar, 2012). In a 
revised version of the ethopoeia concept authors acknowledge that automatic and unconscious social reactions 
will be stronger if there are more social cues (Morkes, Kernal, & Nass, 1999; Nass & Yen, 2012) – speaking to 
the possibility that socially interactive agents might be more prone to trigger social reactions than speaking 
computers. 
 
Approaches which assume that social reactions depend on the level of assumed agency 
In the course of the development of anthropomorphic characters, Blascovich (2002) established the Threshold 
Model of Social Influence (TMSI), which predicts the social verification of a virtual other depending on the 



 

 

factors of agency and behavioral realism. Agency here means the degree to which the virtual entity is 
controlled by a real human (low agency is present in the case of a virtual agent that is controlled by an 
autonomous computer program; high agency is given when a human controls the virtual character – which is 
then termed avatar). The authors assume a Threshold of Social Influence, which has to be crossed to evoke 
social reactions by the user. This is only possible when the level of social verification is sufficiently high. When 
the factor of agency is high (i.e. when the user knows that the virtual character is a representation of a human 
being), then the factor of behavioral realism does not have to be high in order for social verification to take 
place and for social effects to occur. Conversely, when the factor of agency is low (i.e. when the user knows 
that the virtual character is a mere computer program), the factor of behavioral realism has to be very high to 
compensate for the lack of agency. In sum, it can be derived that according to the TMSI, the social influence of 
real persons will always be high, whereas the influence of an artificial entity depends on the realism of its 
behavior. 
 
In our own research, we were especially interested in testing the ethopoiea model and the TMSI model against 
each other. The major difference is that the TMSI model assumes that there is a fundamental difference 
between agents and avatars in the sense that users react socially to avatars (i.e. mediated fellow humans) but 
will only react socially to agents when they show sufficient social cues. The ethopoiea model, on the other 
hand, assumes that agents will automatically evoke social reactions in the same way as fellow humans do.  
Therefore, Von der Pütten, Krämer, Gratch, and Kang (2010) empirically tested the TMSI against the ethopoeia 
approach. With the aim of testing the aforementioned assumptions, agency and behavioral realism of a virtual 
agent (the Rapport Agent; Gratch et al., 2006) were experimentally manipulated in a 2x2 between-subjects 
design. Participants were led to believe that they would be interacting either with another participant 
mediated by a virtual character or with an autonomous computer program. Moreover, the agent with higher 
behavioral realism featured responsive nonverbal behavior while participants were interacting with the agent, 
whereas the agent in the low behavioral realism condition showed only idle behavior (breathing, eye blinking), 
but no responsive behaviors. According to the TMSI, interaction effects between agency and behavioral realism 
should occur (in the sense that social reactions are observable in both avatar conditions but only in the agent 
condition with high behavioral realism). However, if the ethopoeia concept in its revised version (which 
acknowledges that automatic and unconscious social reactions will be stronger if there are more social cues; 
Morkes, Kernal, & Nass, 1999; Nass & Yen, 2012) is more accurate, social reactions should be reinforced when 
behavioral realism increases and should be independent of assumed agency. During the interaction, the 
Rapport Agent asked the participants intimate questions so that self-disclosure behavior of the participants 
could be used as dependent variable. Additionally, self-report scales to evaluate the virtual character as well as 
the situation were employed.   
The data analyses revealed that the belief of interacting with either an avatar or an agent resulted in barely any 
differences with regard to the evaluation of the virtual character or behavioral reactions, whereas higher 
behavioral realism affected both (e.g., participants experienced more feelings of mutual awareness, and they 
used more words during the interaction when behavioral realism was high). However, no interaction effects of 
the factors of agency and behavioral realism emerged. Ultimately, since main effects of behavioral realism, but 
no interaction effects, were found, the results support the Revised Ethopoeia Concept but not the TMSI.  
However, it should be noted that a recent meta-analysis by Fox et al. (2015) rather provided evidence for the 
notion that the perception of agency is decisive when interacting with virtual characters. The analysis revealed 
that, overall, social reactions were stronger when people thought that they were interacting with another 
human compared to when they believed they were interacting with a computer program. Therefore, the role 
of agency in terms of the emergence of social reactions is still unclear. 
 
Regarding ethical models, there are several theories and philosophical assumptions which are relevant here. 
There is, for example, a strong moral claim that human beings should have the control in any socio-technical 
arrangement (cf. Sturma 2004). Otherwise responsibility is hard to assign (cf. Christen 2004). There is a vivid 
debate on how to assign responsibility to a technical system. The EU Commission fostered the idea of a 
»electronic personhood« for „the most sophisticated autonomous robots” to cover claims for compensation 
when autonomous systems cause any damage. However, given the sometimes subtle effects (as described 
above) it might be difficult to directly detect damage. Therefore, it has been argued that something called 
“robot ethics 2.0” should be implemented (Lin, Jenkins & Abney, 2017; Misselhorn 2018). 
 
3.3 History / Overview 

From an ethical point of view, agency is not only behavior but also the ability of setting oneself goals and 
choosing means to achieve these goals. Furthermore, ethics deals with the justification of means and goals by 



 

 

arguments and reasoning within the human society. Reducing agency to the ‚outer‘ behavior might lead to an 
impasse with regard to a richer understanding of agency. Expanding the circle of agents, specific animals, 
especially domestic animals, should be taken into consideration. Reacting to social cues does not necessarily 
mean to interact in a social way as is in human interaction. Humans interact with animals and they know quite 
well that this social interaction is different from those with human beings. It is a social habit which has been 
established within some thousand years. From this anthropological and ethical point of view it seems to be 
reasonable to contrast interaction of human-human relation, human-animal relation and human-technology 
relation. Thus, a specific difference appears between the first two relations and the latter one: There is not yet 
a practice of interaction between human beings and technological agents and, thus, a lack of experience and 
habitualization. Secondly, these technological agents are constructed by human beings and depend on human 
presets regarding design and interaction.  
Besides the work focusing on social reactions summarized above, the last 20 years have seen a wealth of 
studies on factors which affect agent acceptance and ultimately also social reactions (for an earlier review see 
Krämer, Rosenthal-von der Pütten & Hoffmann, 2015). Influencing factors include attributes of the agents 
(agent behavior and appearance) as well as attributes of the user (gender, expertise, personality). In the 
following, first, agent attributes such as communicative behavior, nonverbal behavior and appearance will be 
discussed and, second, the role of user attributes will be reflected on.   
 
Influence of agent attributes 
 
Communicative behavior of the agent: As early as 2000, Rickenberg and Reeves showed that the 
(communicative) behavior of an agent is decisive. They demonstrate that whether a virtual character on a 
website monitored the user or ignored him/her had an impact on the user´s perceived anxiety and conclude 
that it is not sufficient “to focus on whether or not an animated character is present. Rather the ultimate 
evaluation is similar to those for real people, it depends on what the character does, what it says and how it 
presents itself” (p. 55). Indeed, further studies indicate that, for example, the quantity of the agent´s 
communicative utterances is influential. It was found that an interview agent´s self-disclosure (quality of 
utterances) lead only to minor effects, while the agent´s verboseness (quantity of utterances) affected both the 
participants’ verbal behavior (with regard to word usage and intimacy of answers) and their perception of the 
interview (von der Pütten, Klatt, Hoffmann, & Krämer, 2011). Participants more often disclosed specific 
embarrassing situations, their biggest disappointment and what they feel guilty about to the agent regardless 
of its previous self-disclosure. Moreover, when the agent was more talkative it was generally evaluated more 
positively and the interview was perceived as being more pleasant. It can therefore be assumed that 
talkativeness led to a more favorable evaluation by the users and subsequently facilitated self-disclosure and 
thereby social reactions. 
 
Nonverbal communicative features of agents: Traditionally, there has been more research on nonverbal 
compared to verbal behavior. For example, Krämer, Simons, and Kopp (2007) demonstrated that when the IVA 
Max showed self-touching gestures ( e.g. touching its arm or face) this had positive effects on the experiences 
and evaluations of the user, whereas eyebrow-raising evoked less positive experiences and evaluations in 
contrast to no eyebrow-raising. Based on the notion that gestures influence the perception of competence 
(Maricchioloa, Gniscib, Bonaiutoa, & Ficcab, 2009), further research showed that when manipulating 
extensiveness of gesture usage and gender of a leader a positive impact of extensive nonverbal behavior is 
observable. Participants were more willing to hire the virtual person who used hand and arm gestures than the 
more rigid person. The virtual person using gestures was also perceived as exhibiting more leadership skills and 
general competence than the person in the non-gesture condition (Klatt, Haferkamp, Tetzlaff, & Krämer, 2012). 
The effects and efficiency of nonverbal behavior has especially been debated in the area of pedagogical agents. 
Here, researchers have discussed whether nonverbal behavior is decisive for learning experiences and that it 
therefore needs to be implemented in pedagogical agents. Baylor and Ryu (2003), for example, suggest that 
the key advantage of embodied pedagogical agents is that human-likeness creates more positive learning 
experiences and provides a strong motivating effect. However, Rajan et al. (2001) demonstrated that it is first 
and foremost the voice that is responsible for these effects. Moreno (2003) further summarized that – in line 
with results that especially the voice is decisive - there is no evidence for the social cue hypothesis as it has not 
been shown that the mere presence of social aspects such as a human-like body leads to distinct effects. 
However, the cognitive guiding functions provided by vocalizations and a program’s didactic concept proved to 
be influential. Also, recent research (Carlotto & Jaques, 2016) as well as a recent meta-analysis (Schroeder & 
Adesope, 2014) have supported the notion that voice is more important than nonverbal expressiveness. Still, as 
Krämer (2017) argues, these results have to be considered with caution given the fact that the systems that 



 

 

had been evaluated did not (yet) include very sophisticated nonverbal behavior. It needs to be considered that 
nonverbal behavior is very complex: The dynamics of the movements are important, very subtle movements 
have distinct effects (e.g., head movements such as a head tilt) and the effects are context-dependent (e.g., a 
smile leads to a different effect when accompanied by a head tilt). This complexity, however, is mostly not 
implemented in pedagogical agents. So far, only very few pedagogical agent systems have achieved realistic 
and sufficiently subtle nonverbal behavior in order to administer a fair test. And indeed, when employing 
technology that provides realistic, dynamic nonverbal behavior, results show that nonverbal rapport behavior 
leads to an increase in effort and performance (Krämer et al., 2016). Therefore, the conclusion that 
embodiment and nonverbal behavior is less decisive compared to voice is premature.  
 
More recently, specific nonverbal behavior of robots have been analysed (Hoffmann, 2017). In a series of 
studies it was investigated whether the positive effects of interpersonal touch are also observable with regard 
to robot touch. Based on media equation assumptions (Reeves & Nass, 1996) an experimental study in which a 
robot either touched or did not touch a human interaction partner revealed positive emotional reactions 
towards robot-initiated touch as well as increased compliance to the robot´s suggestions. 
 
In conclusion, numerous nonverbal features have been demonstrated to influence the evaluation of the agent. 
As results largely mirror the results which have been found in human-human interaction the realm of 
nonverbal effects can also be seen as an area in which social effects have been corroborated. 
 
 
Physical appearance: Several studies have shown that the appearance of a virtual character matters, for 
example for acceptance and evaluation of the character (van Vugt, Konijn, Hoorn, Keur, & Eliens, 2007; 
Domagk, 2010). In particular, Domagk (2010) shows that when the appearance (and voice) is likeable, a 
pedagogical agent has more positive effects. Building on this, we compared the impact of a virtual tutor 
depending on its appearance as either a cartoon-like rabbit character or a realistic anthropomorphic agent 
(Sträfling, Fleischer, Polzer, Leutner, & Krämer, 2010). Results show that the rabbit-like agent was not only 
preferred, but people exposed themselves to the tutoring session for longer when the rabbit provided 
feedback. However, this was not related to an increase in learning performance. Other studies, which focus 
more on credibility rather than learning and likeability, show that characters which are more anthropomorphic 
are perceived as more credible (Nowak & Rauh, 2005). More recent studies with more sophisticated 
appearances show that different appearances appeal to different groups of users: While students prefer non-
human looking agents, specifically elderly users benefit from the social outcomes of a humanoid appearance  
(Straßmann, 2017). In addition, results demonstrate that attractive agents were found to be more likeable and 
were more persuasive. These effects, however, did not increase in a longterm relationship with an agent. 
 
In sum, there is sufficient evidence to conclude that social effects also depend on aspects of physical 
appearance. However, given that different studies focus on different dimensions of appearance (e.g. realism, 
anthropomorphism, attractiveness/likeability), it is still difficult to conclude which physical features are 
decisive. A first attempt of systematizing the area is presented by Straßmann and Krämer (2017). 
 
Influence of user attributes 
 
Various user attributes have been considered as potential predictors of the reactions towards socially 
interactive agents, among them gender, age, computer literacy and personality. An overview is given in 
Krämer, Rosenthal-von der Pütten & Hoffmann (2015). Here, some examples will be summarized in order to 
demonstrate that these characteristics affect how users a) experience the interactions and b) perceive and 
evaluate artificial entities.  
Gender. Krämer, Hoffmann, and Kopp (2010) revealed in their re-analysis of earlier studies that men and 
women have different preferences with regard to IVAs. In fact, compared to the effects of age and computer 
literacy, the influence of gender was more important. In one study, women were found to be more nervous 
during the interaction with the agent, which contradicts the vision that IVAs will facilitate human-computer 
interaction for these kinds of users. The data suggest further that female users´ interest and acceptance can be 
increased when nonverbal behaviors are implemented (here: self-touching gestures) and when the agent 
frequently smiles. Interestingly, Krämer et al. (2016) demonstrate with regard to pedagogical agents nonverbal 
behaviors communicating rapport were especially beneficial when displayed by agents of the opposite sex. In 
sum, it can be concluded that women especially benefit from an increased nonverbal behavior of the agent, in 
line with the finding that women are more sensitive to nonverbal behaviors (Hall, 1984).  



 

 

Age. It is important to analyze older users´ reactions as more and more technology is developed to enable 
ambient assisted living for seniors. Part of this development are also multiple virtual agent applications (see, 
for example Kopp et al., 2018). Although the overall goal is that an IVA leads to a facilitation of human-
technology-interactions studies suggest that older persons are more nervous when interacting with an IVA than 
younger ones (Krämer et al., 2007). Further results show that empathic nonverbal behavior can be helpful 
(Hosseinpanah, Krämer, & Straßmann, 2018). Interestingly, an agent that behaves in a dominant way leads to 
more persuasion when interacting with elderly users (Rosenthal-von der Pütten et al., 2019). With regard to 
appearance variables, older people seem to prefer more humanoid appearances (Straßmann & Krämer, 2017, 
2018). 
Computer literacy. Computer novices proved to be more nervous when interacting with an IVA than other 
users (Krämer, Hoffmann, and Kopp, 2010). This is in line with previous findings that computer laypeople do 
not benefit from IVAs in the way in which it is typically hoped (Krämer, Rüggenberg, Meyer zu Kniendorf, & 
Bente, 2002). Additional research will need to demonstrate under which conditions, non-computer-literate 
users can be supported in their interactions with IVAs. 
Personality. Personality traits (as for example the so called Big Five personality traits, extraversion, neuroticism, 
conscientiousness, openness and agreeableness) have long been discussed as potential influencing factors in 
human-agent-interactions. However, the Big Five themselves seem to have only limited exploratory value: 
Results of a study with the Rapport Agent show that participants´ personality traits affected their subjective 
feelings after the interaction, as well as their evaluation of the agent and their actual behavior (von der Pütten, 
Krämer, & Gratch, 2010). From the various personality traits, those traits which relate to withstanding 
behavioral patterns in social contact (agreeableness, extraversion, approach avoidance, self-monitoring 
sensitivity, shyness, public self-consciousness) were found to be predictive for the positive and negative 
feelings participants reported after the interaction, the evaluation of the agent, and the amount of words they 
used during the conversation. However, other personality traits (e.g. openness, neuroticism) as well as gender 
and age did not affect the evaluation. For instance, the higher one’s rating on extraversion and public self-
consciousness, the more words were used. Furthermore, the more shy people are, the more negatively they 
evaluate the agent, whereas agreeableness increases positive feelings after the interaction. 
 
In conclusion, several personality characteristics were shown to influence how people experience interactions 
with artificial entities. Whether social reactions are also directly influenced by user attributes has not yet been 
analysed in detail. The fact that users´ experiences are different depending on their attributes does not 
necessarily mean that social reactions are altered – especially when these are assumed to be unconscious 
reactions that are deeply-rooted in humanity´s social nature. 
 
In parallel to these empirical studies, ethical guidelines have been developed. While researchers in psychology 
are first and foremost interested in understanding the mechanisms, they usually refrain from deriving 
normative conclusions in the sense of recommendations which effects should be avoided and which should be 
strived for. Psychological research is of course prone to – based on empirical results - describe potential risks 
and chances but would usually not use this to prescribe normative guidelines. On the contrary, ethics 

emphasizes the fact that „[t]he things we call ‚technologies‘ are ways of building order in our world. 
Many technical devices and systems important in everyday life contain possibilities for many 
different ways of ordering human actvity. Consciously or unconsciously, deliberately or inadvertently 
societies choose structures for technologies that influence how people are going to work, 
communicate, travel, consume and so forth over a very long time. […] In that sense technological 
innovations are similar to legislative acts or political foundings that establish a framework for public 
order that will endure over many generations«. (Winner, 1980, S. 128f). Every invention, thus, 
unfolds its specific normativity. This is why research on ethics is needed to accompany the development of 

such guidelines and to help implement structures which can assist when developers want to receive ethical 
advice. Recently, positive experiences have been made in the so-called FAT (fairness, accountability and 
transparency) community. Here, AI researchers have used ethical expertise to develop guidelines on how to 
ensure fairness, accountability and transparency in machine learning (https://www.fatml.org/). Similarly, the 
IEEE Global Initiative on Ethics of Autonomous and Intelligent Systems have suggested general principles of 
ethically aligned design. In addition, edited books give an overview of practically usable ethical aspects in the 
sense of value sensitive design (van den Hoven, Vermaas & van de Poel, 2015). 
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3.4 Similarities and Differences in IVAs and SRs 

With increasing progress in the development of social robots, the question of whether IVAs and robots as 
physically embodied characters differ in their effects has become prevalent. The emergence of social robots is 
accompanied by a larger public debate which might lead to the conclusion that humans are more fascinated 
but at the same time more appalled and – potentially – frightened by social robots. Therefore, it is important to 
ask what the differences and similarities regarding the effects of virtual agents and robots are. 
 
Surprisingly, however, there is not much controlled research on this question which directly compares robots 
and agents. Most studies have focused on obvious characteristics of robots versus agents: Robots are generally 
taller than characters on a screen, which might lead to more favorable perceptions of the robot (Powers, 
Kiesler, Fussel, & Torrey, 2007). Also, the “physical proximity” (Powers et al., 2007) might play a role. Whereas 
virtual characters are only graphical 2D or 3D representations on a monitor, robots have a material 
embodiment. Accordingly, they are able to physically touch humans, carry things and move on the ground. 
Therefore, it has been assumed that robots are perceived more as autonomous ‘living’ systems than virtual 
characters, meaning that more social presence might be sensed when facing them (Jung & Lee, 2004). Although 
some studies indeed demonstrate that robots elicit stronger experiences and social behaviors than agents 
(Bartneck, 2002; Kiesler, Powers, Fussel, & Torrey, 2008), this has not been shown consistently (Wainer, Feil-
Seifer, Shell, & Matarić, 2007; Yamato, Shinozawa, Naya, & Kogure, 2001).  
Hoffmann and Krämer (2013) identified that one reason for these inconsistencies might be the lack of 
comparability due to different operationalizations of the embodiments (e.g. different robots, animation, video 
recordings, etc.), dependent variables and interaction scenarios. In particular, findings by Shinozawa, Naya, 
Yamato and Kogure (2005) suggest that the interaction scenario and task might be decisive. Therefore, 
Hoffmann and Krämer (2013) conducted a 2x2 between-subjects experiment in which embodiment (rabbit-
shaped Nabaztag robot vs. virtual version) and the interaction scenario (cognitive task vs. persuasive 
conversation) were systematically varied. For the purpose of the study, a three-dimensional virtual character 
was designed that resembles the rabbit-shaped robot that was used and displays the same voice and behavior. 
Two different interaction scenarios were created: a persuasive conversation about health habits (cf. Kiesler et 
al., 2008), and a task-oriented scenario in which participants had to solve a Towers of Hanoi puzzle, which was 
set on the table, under the guidance of the artificial counterpart. As dependent variables, subjective evaluation 
criteria (affective state, perceived social presence, attractiveness, and general evaluation of the interaction) 
and objective measures were assessed. In the conversational scenario, persuasion was analyzed as objective 
measurement by means of the amount of healthy food participants ate after the interaction. In the task-
oriented setting, the amount of moves to solve the Towers of Hanoi task was counted as performance 
measure. 
However, contrary to the hypotheses assuming that more social presence should be experienced in the 
presence of the physical robot, no differences emerged. Moreover, no differences caused by the embodiment 
were observable with respect to the participants’ affective state, acceptance of the artificial entity, 
performance or persuasion. Still, two main effects of embodiment emerged: First, participants perceived the 
robot as more competent with regard to the fulfillment of tasks. The second main effect of embodiment 
occurred for the factor of control. Participants stated that they perceived more control during the interaction 
with the screen animation than with the robot. Additionally, a significant interaction between embodiment and 
interaction scenario with regard to the fulfillment of tasks emerged. In line with the findings of Shinozawa et al. 
(2005), task-oriented attractiveness was higher for the robot in the Towers of Hanoi condition, whereas it was 
higher for the screen animation in the conversational scenario.  
In summary, the results of this study suggest that virtual characters can be used instead of more expensive 
robots when the aim of the application is of a persuasive nature. For scenarios in which physical manipulation 
is necessary at least on the side of the user, robots seem to be beneficial because they share the space of 
reference. Most importantly, the study underlines the importance of the consideration of different contexts 
(i.e. task or interaction scenario) while analyzing the impact of different embodiments. Whether social effects 
(like persuasion by an artificial companion) can be observed will therefore depend not only on the form of 
embodiment alone but also on the appropriateness of the specific embodiment for the specific task or scenario 
(see Krämer, Rosenthal-von der Pütten, & Hoffmann, 2015). 
 
There are other studies - focusing only on robots – which give evidence that robots imply specific social 
reactions. For example, Horstmann et al. (2018) investigate people´s reactions when they are confronted with 
a robot that objects against being switched off. When the robot voiced an objection, a number of people let 
the robot switched on. When asked why they decided to do so, the majority of these participants said they felt 
sorry for the robot since it had told them about its fear of the darkness and that they did not want the robot to 



 

 

be scared (“He asked me to leave him on, because otherwise he would be scared. Fear is a strong emotion and 
as a good human you do not want to bring anything or anyone in the position to experience fear”, m, 21). 
Almost as many participants explained that they did not want to act against the robot’s will, which was 
expressed through the robot’s objection to being switched off (“it was fun to interact with him, therefore I 
would have felt guilty, when I would have done something, what affects him, against his will.”, m, 21). In 
addition, participants mentioned being surprised or being afraid of doing something wrong. In a second 
condition it was manipulated whether the style of the interaction was either social (mimicking human 
behavior) or functional (displaying machinelike behavior). After the functional interaction, people evaluated 
the robot as less likeable, which in turn led to a reduced stress experience after the switching off situation. 
However, individuals hesitated longest when they had experienced a functional interaction in combination with 
an objecting robot. This unexpected result might be due to the fact that the impression people had formed 
based on the task-focused behavior of the robot conflicted with the emotional nature of the objection. In sum, 
the results show that the robot´s human-mimicking behavior had a surprisingly strong impact on the 
participants. Instead of dismissing the objection to be switched off as weird for a machine, they were largely 
affected emotionally. 
Similarly, Rosenthal-von der Pütten et al. (2014) show that humans are emotionally affected when they see 
that a robot is being “tortured”. Here, the reactions are also documented on a neural level: in an fMRI study, 
participants were presented videos showing a human, the toy dinosaur robot “Pleo” and an inanimate object (a 
green box), being treated in either an affectionate (e.g., caressing the skin) or in a violent way (e.g., hitting, 
being choked). Self-reported emotional states and functional imaging data revealed that participants indeed 
reacted emotionally when seeing the affectionate and violent videos. Overall, the patterns were similar for 
robot and human and differed from people´s reactions towards watching the box being caressed or tortured. 
While no different neural activation patterns emerged for the affectionate interaction towards both, the robot 
and the human, we still found differences in neural activity when comparing only the videos showing abusive 
behavior indicating that participants experience more emotional distress and show negative empathetic 
concern for the human in the abuse condition. This indicates that although robots evoke emotional reactions, 
there is still a difference to the – more intense – reactions towards humans. 
In additional studies, it was investigated whether robots trigger different kinds of reactions depending on their 
human likeness. Here, according to the uncanny valley hypothesis, humans are expected to prefer 
anthropomorphic appearance but to reject the artificial entity when it becomes too human-like (but is not yet 
perfectly human). A study with 40 standardized pictures of robots with varying human-likeness, however, 
indicated that the relation of robot characteristics and evaluation is not best explained by a cubic function 
(which would be closest to the uncanny valley thesis) but rather by a linear function – indicating that the 
evaluation gets more positive with increasing human-likeness (Rosenthal-von der Pütten, 2014). An additional 
study employing fmri demonstrates that, on a neural level, areas which encode a linear humanlikeness 
continuum (temporoparietal junction) can be differentiated from areas which encode nonlinear 
representations and a human-nonhuman distinction (dorsomedial prefrontal cortex and fusiform gyrus) 
(Rosenthal-von der Pütten et al., 2020). If uncanny valley reactions happen, in the sense of a selective dislike of 
highly humanlike agents, it is based on nonlinear value-coding in the ventromedial prefrontal cortex, a key 
component of the brain´s reward system. In consequence, it can be concluded that a basic principle known 
from sensory coding—neural feature selectivity from linear–nonlinear transformation—may also underlie 
human responses to artificial social partners. 
 
Given these results regarding the social effects of robots, it needs to be concluded that from the perspective of 
ethics social robots might be more problematic than IVAs in the sense that robots offer physical encounter and 
interaction. Physical interactions inscribe specific patterns of understanding oneself and the world.  This is on 
the one hand due to their physical embodiment and the corresponding ability to actually act in a real 
environment. On the other hand, the results on social reactions suggest that they might be more powerful in 
eliciting emotional reactions – which might make humans more prone for manipulations. Henceforth human 
beings have to deal with the question what it means to co-operate with a robot in comparison with the 
cooperation with other human beings or animals. The answer to the question depends very much on how 
human beings will design the robots – which is, not least, a normative decision.  
 
 
3.5 Current Challenges 
 
Current challenges include the necessity to observe how social reactions change when human-machine 
interaction becomes increasingly ‚natural‘. Although current systems – even when built on machine learning 
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with millions of user utterances (see Siri or Alexa) – are not yet comparable with human-human-
communication, further improvements in the near future are likely. Given that people already react to basic 
social cues, it is not clear yet whether social reactions will increase in line with better dialogue capabilities. 
Especially from an ethical perspective, however, it has to be discussed whether the observable social reactions 
actually entail “full” sociality. Even if empirical reactions are the same as those observable in human-human-
interaction, it is questionable whether this indeed indicates that interactions with technology can be viewed as 
comparably social as interactions with fellow human beings or even animals. 
 
Another challenge pertains to the question of how to further improve dialogue with machines. Here, 
psychology should contribute knowledge as well as methods. How cooperation in the area might yield 
synergies is described in Kopp and Krämer (submitted).  
 
When systems become increasingly intelligent it is also important to ask what people know about and expect 
from human-like machines. At the moment, it is clearly visible that people derive their knowledge mainly from 
media. Based on the uncertainty reduction theory it was demonstrated that people’s experiences with robots 
in the media lead to high expectations regarding the skills of robots, which in turn increase people’s general 
expectations that social robots will be part of the society as well as of their personal lives. Furthermore, 
knowledge of negatively perceived fictional robots increases negative expectancies of robots becoming a threat 
to humans, while technical affinity reduces general robot anxiety. In sum, it can be concluded that especially 
fictional media material which depicts mighty robots which compete against or threaten humans lead to 
skepticism against artificial intelligence, machine learning and digitalization.  
 
Based on these results and further evidence which indicates that the average human user is not able to grasp 
what intelligent algorithms and social robots can and cannot do, let alone how they basically function (DeVito 
et al., 2019; Krämer et al. 2019), it seems necessary to increase the computational literacy of the general 
public. In order to enable a truly informed consent to use socially interactive agents including their collecting 
and processing of personal data, people need to be taught the basic steps of intelligent algorithms. First studies 
which try to describe the mental models and concepts people developed suggest, however, that it is a long way 
to go to achieve at least a basic understanding which enables informed decisions of whether to take or avoid 
the risks of using an intelligent interlocutor (Ngo, Kunkel & Ziegler, 2020). Still, from an ethical and also from an 
empirical point of view, it needs to be asked whether this knowledge will indeed prevent us from misleading 
perceptions and presuppositions. 
 
This area also poses ethical questions: From an ethical perspective, one can question whether people should be 
better informed about the artificial nature and the algorithms. It might be doubted that, for example, people 
can protect themselves better against unconscious social reactions if they understand more about the 
functioning. Also, for other technology, it is well known that people use technology without knowing in detail 
how it actually functions. There is a way of familiarizing oneself with a technology without knowing its details – 
and without needing to take the effort to learn something new or to inform oneself. Becoming familiar with a 
technology means to establish habits and routines which allows to interact with the technology. Hans 
Blumenberg, a German philosopher claimed that this acquaintance is one side of the coin, the other one is a 

loss of reflection and even »Sinnverzicht« [renunciation of meaning].  
 
3.6 Future Directions 
 
From a psychological point of view the most important research question for future research is to observe 
whether social reactions become stronger when machines get increasingly intelligent and show improved 
dialogue abilities (see above). One methodological strategy that will be vital in these investigations are 
longterm measurements. Also, it needs to be asked whether people will react with less social reactions when 
they understand better what the nature of intelligent algorithms and machines is. Both aspects need to be 
looked at in (experimental) field studies. From an anthropological and ethical point of view it will be 
indispensable to investigate the deeper meaning of ‚intelligence‘ when attributing it to human beings as a 
precondition of agency, decision, responsibility and so on. On the one hand, we have take into account that not 
all human beings have these capacities and still count as vis-à-vis in human interaction. On the other hand, we 
should acknowledge that intelligence with regard to machines differs from intelligence of human beings. The 
understanding of this difference must not necessarily be based on detailed knowledge of algorithms, machine 
learning or bayesian networks but the ontological difference might be illustrated by other, ‚simpler‘ means.  
 



 

 

Most of the studies conducted so far have been experimental laboratory studies which tried to increase 
internal validity. However, in order to learn whether social effects of artificial entities are actually relevant in 
humans’ everyday encounters with agents or robots, field studies and long-term studies also have to be 
conducted, which provide higher external validity. Field studies with an open, exploratory approach are also 
important in order to be able to identify new aspects of human-agent or human-robot interaction which can 
then be checked in controlled laboratory studies. Contrary to mainly quantitative laboratory studies, field 
studies can also be conceptualized in a way that makes inter-individual differences more visible: Here, one 
study described the emergence of huge inter-individual differences as one of the most important results of a 
long-term study in which six elderly participants interacted with a robot serving as a health advisor (von der 
Pütten, Krämer, & Eimler, 2011). Following a multi-methodological approach, the continuous quantitative and 
qualitative description of user behavior on a very fine-grained level gave insights into when and how people 
interacted with the robot companion. Post-trial semi-structured interviews explored how the users perceived 
the companion and revealed their attitudes. Based on this large data set, it was found that users are willing to 
start interactions and even conversation with a robot even though its perceptive and expressive capabilities are 
limited. Although aware of the fact that they are interacting with an artificial being, some of the users built 
relationships with the robot, while others treated the robot as a tool. Some people tended to like the robot as 
long as it was helping and they had a feeling of being in control. Others seemed to integrate the companion 
into their life, even though it did not always work properly and was perceived as being of limited use. Thus, the 
fine-grained analysis showed a particular prevalence of idiosyncratic reactions. Therefore, future research 
should extend field and long-term studies in order to identify patterns and factors that determine the 
conditions under which people show social reactions and whether they ultimately even develop relationships 
with artificial entities. As an experimental factor, information on the advance knowledge on the functioning of 
the machine can be provided to only half of the participants. 
 
Also, future research needs to foster more interdisciplinary research. In the research realm described here, 
especially a combination of psychology, computer science, ethics and law is relevant (Krämer et al., 2019). 
 
 
3.7 Summary 
As concluding message we would like to repeat that numerous studies demonstrate that people react socially 
towards artificial entities – as soon as these display social cues. It still has to be analyzed in greater depths 
whether the availability of the number of social cues affects the degree of social reactions and whether social 
robots indeed lead to larger effects compared to IVAs. Independent of these questions, the majority of 
reactions seem to happen unconsciously and this suggests that reactions are based on human nature and 
human´s unique sociality. This is in line with assumptions that humans are indeed “free monadic radicals” who 
are persistently searching for a social partner to interact and bond with (Kappas, 2005).  Especially due to the 
unconsciousness and probable inevitability of the reactions, it has to be asked from an ethical point of view 
whether people have to be protected against manipulations based on social influence – potentially by keeping 
in mind that is human design which affects people and may manipulate them consciously or inadvertently. 
Also, it needs to be asked whether computational literacy in the sense of more knowledge about intelligent 
algorithms and the basic functioning of intelligent conversing machines will help to reduce social effects. This, 
however, can just as well be doubted as it can be doubted that trying to impose more knowledge is desirable 
from an ethical point of view. 
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